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ABSTRACT 

Global population distribution datasets have been used in a lot of studies and research programmes 

including public health research due to their availability and large scale geographical coverage. 

Their increasing application in maternal and perinatal studies has increased the implications of the 

data extracted from the datasets. The newly developed SDGs with very high expectations in terms 

of deliverables in the health care sector require high quality data which reveals the heterogeneity 

existing at subnational levels. These datasets as sources of data therefore need to be cross validated 

at sub-national levels to quantify the accuracy of the datasets. This study examined the utility of 

demographic mapping methods and how they have been used to address accuracy issues. It further 

cross validated WorldPop’s estimates of pregnancies and live births using data (pregnancies and 

live births outcomes) that was collected as part of a project that was conducted in the regions of 

Maputo and Gaza provinces in Mozambique as the baseline data as the case study. The WorldPop 

dataset is one gridded global dataset that maps the population and demographic distributions of 

low income regions. Statistical analysis was used to determine the errors and performance of the 

WorldPop model and magnitude of errors at different administrative levels. Overall the results of 

this study showed that the Worldpop’s pregnancies and live births datasets cannot yet be used 

without adjustments for the regions of Maputo and Gaza and there is need to improve the 

population allocation accuracy. Generally, the dataset exhibited a good variation modelling 

performance especially at higher administrative levels. The review of the demographic mapping 

methods also revealed better methods that are applicable that could be used in improving the 

accuracy and detail of global population distribution datasets, the WorldPop dataset included.  
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CHAPTER 1: BACKGROUND AND OBJECTIVES 

1.1 INTRODUCTION 

This paper describes a scoping review performed to identify and review the methods used to 

produce population distribution datasets and the methods used to perform a cross validation of 

WorldPop’s estimates for women of reproductive age populations, live births and pregnancies as 

a case study. The cross validation was performed using data, collected in the year 2015 as part of 

the baseline study for the Community Level Interventions for PreEclampsia (CLIP) trial, to enable 

the assessment of the accuracy of WorldPop’s estimates of maternal and perinatal outcomes.  

In many low and middle income counties, data on maternal and perinatal outcomes are not 

routinely or accurately collected, with national level estimates of these mostly only available from 

censuses that are conducted after ten year timelines at best (Tatem et al., 2007). Considering the 

importance of such data for measuring progress in improving maternal and perinatal health, and 

formulating relevant policy, new methods have been developed from different datasets including 

satellite imagery, and geo-demographic mathematical models to generate these data and make 

them widely available to policy makers.  

The aim of this research is the review of the methods used to produce population distribution 

datasets, which are used in the development of demographic datasets, and the cross validation 

WorldPop’s estimates for women of reproductive age populations, live births and pregnancies 

within regions of Gaza and Maputo provinces in Mozambique, using detailed census data collected 

on the ground. Data from the baseline study for the Community Level Interventions for 

PreEclampsia (CLIP) trial in the same area was used as the basis for this validation exercise. The 

results of this research will be useful in adjusting WorldPop births and pregnancies estimates 

where necessary, and will increase accuracy of these estimates while decreasing associated 

uncertainty.   



2 
 

1.2 BACKGROUND 

1.2.1 GIS IN MATERNAL AND PERINATAL HEALTH 

GIS is an essential tool in effectively targeting relevant population groups in need of health care 

interventions and achieving universal health coverage (UHC) provided the information is accurate 

and the data sufficiently exposes disparities within remote populations (Roth et al). The key to 

promoting UHC is the exposure of any hidden gaps in health service provision using sufficiently 

disaggregated data (Roth et al) that is reliable. Thematic mapping, spatial analyses and spatial 

modelling have been identified as the GIS methods that are valuable in policy discussions 

pertaining to maternal and perinatal health, relying greatly on volume, completeness, timeliness 

and accuracy of data (Ebener et al., 2015). Benefitting from these methods requires availability of  

and good quality data (Ebener et al., 2015) with the former having been met by the existence of 

freely available global population distribution datasets such as GPW, GRUMP, LandScan and 

Worldpop (combination of AfriPop, AsiaPop and AmeriPop). 

The introduction of the millennium development goals (MDG) prompted the extensive use of 

national population datasets, especially in low income regions, to derive health metrics for 

applications in developing intervention programmes aimed at achieving these goals (Tatem et al., 

2012). The justification for their utilisation is that they are standardized and considered to be of 

acceptable accuracy for national scale applications (Patterson et al., 2007). Such justification was 

acceptable since efforts made towards achieving the MDGs  within the set deadline of 2015 (WHO, 

2016a) focused on national level adjustments (Tatem et al., 2013; Alegana et al., 2015). This 

therefore prompted influential studies like Hay et al., 2009, Gething et al., 2010, Soares and 

Clements, 2011, Schur et al., 2011, etc. that validated these datasets and provided national level 

adjustments overlooking the heterogeneities at sub-national levels (Tatem et al., 2012). Due to the 

scale of their applications the majority of these national datasets have only provided global error 

estimates while acknowledging subnational variation (Patterson et al., 2007). 

Existence of inequalities at sub-national levels has been identified despite the declination of 

maternal and new born mortality rates at national level, leading to the need to investigate such 

situations using geographical analysis (Ebener et al., 2015). Despite the fact that progress towards 

meeting MDG goals was measured at national levels (Tatem et al., 2013; Alegana et al., 2015), 
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the spatial variations at subnational levels needed to be taken into account in devising policies for 

maternal and new born health care interventions.  

Monitoring progress at national level overlooks the mostly affected remote areas (Ruktanonchai 

et al., 2016) meaning that although no improvement is evident in such regions, it will not be 

reflected since progress is measured at national level. The use of highest level of disaggregation 

to avoid masking of existing heterogeneity  (Ebener et al., 2015) produces a sincere depiction of 

the progress in maternal and perinatal health care in developing countries. Accurate geographic 

analyses at sub-national levels are therefore of great necessity, requiring accurate geographic data. 

The need to assess accuracy of national population datasets at all sub-national levels arises from 

the current emphasis on sub-national monitoring of maternal and perinatal health progress that has 

been brought about by the new targets stated in the new Sustainable Development Goals (SDGs) 

recently announced by the United Nations (Ruktanonchai et al., 2016). 

It is fundamental to accurately identify populations with the most need for health care interventions 

(Ruktanonchai et al., 2016) to effectively evaluate the performance of health care systems, thus 

providing evidence to support decision making concerning 1) planning for safer births and 

healthier new-borns and 2) resource allocation and improving access to maternal and perinatal 

health care (Stevens et al., 2015) as this is one of the main focuses in healthcare delivery (Ebener 

et al., 2015). Inaccurate identification of the populations in need of maternal health-care 

interventions has been one of the causes of the variations in the use of maternal health care (Say 

and Raine, 2007). The use of poor information in research and policy making leads to inefficient 

allocation of limited resources deterring the desired achievement of improved maternal and 

perinatal health quality. A true representation of the maternal and perinatal population distribution 

is therefore crucial in the successful implementation of interventions and it can only be achieved 

using accurate and highly disaggregated data. Emphasis is on accuracy and detail (Linard and 

Tatem, 2012) of the population distribution datasets as their applications have become more 

intensive and their implications more pronounced in the achievement of the new SDGs.  

One of the factors that have been identified as affecting the improvement of quality of public health 

(maternal and perinatal health included) is demographic changes (Tatem et al., 2012). The rapid 

demographic changes influence the need for constant updating of the demographic datasets, giving 

rise to the need for up to date input data. The matter of temporal resolution of the input data is then 
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bought into focus. Most developing countries lack data of high temporal resolution due to lack of 

resources required for the data collection. The available input data used for the establishment of 

the datasets come from multiple sources with errors of unknown magnitude which when combined 

with the errors arising from model assumptions contribute to the decrease of the accuracy of the 

datasets (Patterson et al., 2007).  

Researches like Hay et al., (2005) have performed comparison of the accuracies of the databases 

to determine the database with the best accuracy. These national datasets have however become 

widespread and available for use such that comparison of their accuracies alone is not enough to 

justify their use. For such reasons the datasets require quantifying the quality of their data and 

examination of the impact of accuracy on the spatial model outputs, which are generated from 

using them. 

The WorldPop dataset, this paper’s case study, was created using land cover datasets and 

settlement extents together with the dasymetric modelling method (Linard et al., 2010) to produce 

a population distribution dataset with better accuracy and improved resolution of 100m, and has 

found many applications in the spatial analyses of maternal and perinatal health in developing 

countries (Tatem et al., 2014). However, information on data accuracy at specific locations within 

the datasets (Patterson et al., 2007) of population distributions should be made available.  

1.2.1 IMPLICATIONS OF GLOBAL DATASETS’ DATA IN MATERNAL 

AND PERINATAL STUDIES 

Maternal and perinatal studies done for purposes of decision making, policy making and planning 

interventions, strictly need to be performed using accurate distribution maps produced from highly 

accurate input data. However due to the fact that overtime the demand for data used for these 

studies has increased and the geographic coverage of the areas of studies has also increased, 

mapping resources and the expertise needed to produce such maps have become a great challenge 

to satisfy the demand (Linard et al., 2012). Demand and coverage have been addressed by the 

availability of freely available national datasets. Little information is however provided to the users 

about data collection, processing and error distribution and the majority of national datasets only 

provide global error estimates without information on accuracy at subnational levels (Patterson et 

al., 2007).  
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Anderson (1976) proposed a 85 percent accurate standard baseline for national datasets but studies 

determined that the National Land Cover Dataset (NLCD) had an accuracy lower than the proposed 

standard baseline (Patterson et al., 2007). Such information should also be made available for the 

users of population distribution datasets to promote awareness of such uncertainties. The global 

data sets’ utility is widespread and the implications of their data great. Users of such data therefore 

should know the associated errors of the datasets at subnational levels to reduce uncertainties 

associated with the data. 

The dataset was created from multiple sources with errors of unknown magnitude and the 

cumulative error of the input data together with model assumptions introduced errors in the 

datasets (Patterson et al., 2007). Users therefore should be made aware of such information as the 

magnitude of error within the datasets, methods that were used to create the datasets and how these 

methods were used to deal with errors and improve accuracy of the datasets. 

1.3 WORLDPOP’S POPULATION DATASETS – A CASE STUDY 

As a source of data that is widely used for policy making and decision making, the implications of 

the WorldPop datasets are too great to simply ignore validating the accuracy of the data. 

Considering that its data is being used as substitute for performing household surveys at a large 

scale, to create unquestionably accurate demographic distribution maps, there should be conclusive 

evidence that the data is reliable for its intended purposes. With the limited resources, available 

for the health care intervention programs for these low-income regions, there is need for accurate 

input data for analyses done prior to making decisions to ensure targeting of the right population 

groups. Knowledge of the level of accuracy of the data they are using allows the researchers to 

factor in uncertainty brought about by the degree of accuracy of their input data. The assessment 

of the datasets brings the aspect of reliability to the attention of the users, thus cultivating a culture 

of always considering uncertainty of the WorldPop data. Quantifying the errors within the datasets, 

which will be part of the deliverables of this paper, encourages the users to also quantify the levels 

of uncertainties of the results obtained by using WorldPop data instead of instinctively trusting 

that the data will produce results that can lead to reliable conclusions simply because the datasets 

have a good resolution. 
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1.4 RESEARCH OBJECTIVES AND QUESTIONS 

The objectives of this study are 

1. To evaluate the utility of existing methods of demographic mapping for maternal and perinatal 

outcomes. 

2. To cross validate WorldPop’s estimates of women of live births and pregnancies for the regions 

of Maputo and Gaza provinces in Mozambique.  

These objectives were met by addressing the following questions: 

1. What are the main methods used for estimating the population distributions? 

2. What is known concerning the levels of accuracy of these methods? 

3. How accurate are the WorldPop’s datasets in predicting maternal and perinatal outcomes? 

1.5 DATA AND METHODS 

The first objective was addressed through a scoping review method. The York methodology that 

was proposed by (Arksey and O’Malley, 2005) was used for this part of the project. The method 

consists of a five-part process including  

1. Identifying the research question 

2. Identifying relevant studies 

3. Study selection 

4. Charting the data 

5. Collating, summarising and reporting the results 

The second objective was addressed using data on maternal and perinatal outcomes in 

Mozambique. Neighbourhood level estimates of the outcomes under study have already been 

generated as part of the baseline work for the CLIP trial. For each of the neighbourhoods in the 

study, a corresponding value for each of the outcomes of interest was generated from the Worldpop 

data.  

GPS coordinates of the inhabited areas are available from the project undertaken to determine the 

number of livebirths, and population distributions of women of the reproductive age. The dataset 

was assessed based on the actual extent of the populated areas and the available corresponding 
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values for those neighbourhoods. A simple analysis using ordinary least squares regression was 

then performed between the WorldPop estimates of maternal and perinatal outcomes and the 

outcomes from the CLIP baseline census to determine the accuracy of the WorldPop dataset at 

different administrative levels. 

1.6 DISSERTATION STRUCTURE 

The next chapters highlight the methods used to address the objectives of the research, the findings 

of the research, analysis of the findings and the overall comments and conclusions derived from 

the entire research. Chapter 2 highlights the scoping review method used and the results of the 

scoping review, addressing the first objective of the research. Chapter 3 outlines the methods used 

to achieve the second objective which is to evaluate the accuracy of the WorldPop’s dataset. 

Chapter 4 includes the results of the evaluation both descriptive and statistical. In chapter 5 the 

author analysed the results and highlighted their relevance in relation to the literature. The research 

was concluded in chapter 6, with the author summarising the findings and highlighting the 

limitations of the research and recommendations.  
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CHAPTER 2: SCOPING REVIEW 

2.0 INTRODUCTION 

This chapter addressed the first objective of this research by evaluating the utility of existing 

methods of population mapping for maternal and perinatal outcomes, through a scoping review 

which is a process of mapping the existing literature or evidence base (Arksey and O’Malley, 2005; 

Armstrong et al., 2011). The choice of this review method was influenced by the need to learn 

about the existing literature that has addressed the topic of demographic distribution mapping and 

identify any knowledge gaps from the literature. 

2.1 SCOPING REVIEW METHOD 

The York methodology that was proposed by (Arksey and O’Malley, 2005) was used for this part 

of the project. The method consists of a five-step process that involves firstly identifying the 

research question(s) to be addressed by the scoping review. The questions were used as a guideline 

in generating search terms that were then used in the search for academic literature. The first 

selection of articles was done by reading the abstracts and titles of identified literature and was 

followed by full text reading which led to the final selection of articles using themes. Key themes 

that the researcher was focusing on were generated, that would answer the research questions. 

These themes were used as headings in the charting of data. The results of charting were 

summarised and reported in the literature review section of the paper. 

2.1.1 IDENTIFYING THE RESEARCH QUESTION 

Identification of the research questions required the researcher to identify the questions that the 

scoping review would try to answer to achieve the first objective of the research. Two questions 

were addressed: 

1. What are the main methods used for estimating the geographic distribution of populations? 

2. What is known concerning the levels of accuracy of these methods? 
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2.1.2 IDENTIFYING RELEVANT STUDIES 

Identification of relevant studies required the researcher to formulate keywords and a search 

strategy that would address these three questions. Keywords falling within the broad themes 

“methods (GIS, RS, etc.)” and “population & demography” were used to search for both academic 

articles and grey literature. A grey literature search was performed using Google and websites for 

key organisations like World Health Organisation (WHO), USAID, United Nations (UN), World 

Bank and Centres for Disease Control and Prevention (CDC) using the keywords “geographic 

distributions” and “maternal and perinatal”. The grey literature search was mainly focused on the 

application of the demographic distribution datasets in maternal and perinatal studies. The database 

used for the search for academic articles was PubMed Central. 

 

2.1.2.1 GENERATION OF SEARCH TERMS 

The main articles whose methods were used in the generation of the WorldPop dataset were 

searched on Google Scholar. Articles that cited these main articles were then scanned for keywords 

which were then extracted from either the abstracts or the keywords used in those articles. The 

same method was used on those articles to search for other relevant articles that cited them. The 

process was iterated until a set of keywords was generated that addressed the research questions 

formulated in the first step. This search resulted in 15 articles that were used to generate additional 

keywords. 

Another method used for the generation of the search terms was the search for referenced articles 

within the main articles. Search terms were then extracted from the abstracts and keywords used. 

The selection of search terms was broken down into two themes. One was the “methods” used to 

generate the large-scale population datasets and the other was “population and demography”. The 

list of the search terms used is shown in Annexure A. The search on the PubMed Central database 

resulted in 652 articles. Articles that were a result of the search on Google Scholar were not part 

of the PMC articles as they were from different databases, therefore they were also added to the 

PMC articles, resulting in 667 academic articles. 
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2.1.3 STUDY SELECTION 

Study selection involved selection of the articles relevant to the study achieved by reading through 

the abstracts of the articles. Articles that focused on the methods used to generate the population 

datasets and those that focused on the use of these datasets in maternal and perinatal studies were 

selected. The selection of relevant articles from the PMC articles resulted in 24 articles to be 

reviewed, leading to a total of 39 academic articles being reviewed. 

2.1.4 CHARTING THE DATA 

The focus of the review was the methods that have been used in the creation of the demographic 

maps. In reviewing the articles, the researcher focused on the scale of the datasets, ancillary data 

used for disaggregating, redistribution modelling methods, spatial resolution of the input census 

data, accuracy assessments of the datasets and other statistical methods used for the generation of 

the datasets. The researcher paid attention to the way different authors argued about the methods 

they considered to produce datasets with better accuracy and detail.   

2.1.5 COLLATING, SUMMARISING AND REPORTING THE RESULTS 

This final stage of the scoping review was the final write up, where the researcher summarised the 

findings from the review of the articles, which constituted the literature review. The schematic 

representation of the processes involved from identifying the articles to the final selection of 

articles is shown in figure 2.1. The diagram only shows the results from the PubMed electronic 

database search and the google and website searches. Other articles were obtained from manually 

searching different search engines like GoogleScholar, ScienceDirect and Jurn. 
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Source: Author 
Figure 2.1: Flow chart of procedures involved from identification of articles to their review 

 

2.2 RESULTS OF SCOPING REVIEW 

2.2.0 WHAT IS KNOWN CONCERNING THE UTILITY OF POPULATION 

DISTRIBUTION MAPPING METHODS? 

This section of the review results highlights the findings concerning the existing methods that 

have been used to develop population distribution maps.  

 

 

 

 

 

 

 

 

 

 

 

 

667 academic articles and 25 gray literature 

articles identified. 

39 academic articles and 5 

gray literature articles 

selected. 

35 academic articles and 5 

gray literature articles 

reviewed. 

15 academic articles focus 

on global datasets and 17 

articles on small scale 

datasets. 

628 academic and 20 gray 

literature articles rejected. 

4 academic articles 

rejected. 

3 academic articles and the 

5 gray literature articles on 

maternal and perinatal 

studies. 
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2.2.1 GLOBAL POPULATION DATASETS  

Global mapping efforts have been evident since the 1990s, where the producers have used a 

diversity of statistical methods and input data for the estimation of population on a global or 

regional scale in the production of gridded population maps. Such efforts include the Global Rural 

Urban Mapping Project (GRUMP), Gridded Population of the World (GPW), LandScan, United 

Nations Environment Programme (UNEP), European Environment Agency (EEA), 

Socioeconomic Data and Application Center (SEDAC) and WorldPop (formerly known as 

AfriPop and AsiaPop) (Dmowska and Stepinski, 2014; Dobson et al., 2000; Bhaduri et al., 2007; 

Linard et al., 2010; Nieves, 2016). The need for more accurate data sets has prompted the need to 

research methods that can be used to improve their accuracy.  A summary of the methods and data 

used in the creation of these datasets is provided in a table (Table 2.1). 

The combination of land cover data and settlements extents has been proven to improve the 

accuracy of global population datasets (Linard et al., 2010). The merits of using land cover datasets 

as ancillary data have been evident in global population datasets for low income regions where the 

land cover information has helped improve accuracy of population distribution data in countries 

where there is course resolution (Linard and Tatem, 2012; Alegana et al., 2015) census data of 

over a decade old and at provincial or district level (Linard et al., 2010; Linard and Tatem, 2012). 

Availability of high resolution (hi-res) population distribution datasets (defined as being at least 

100m resolution datasets) at a large scale is however limited by the limited availability of hi-res 

land use/land cover (LULC) data sources at large spatial scales (Dmowska and Stepinski, 2014) 

as ancillary data. Ancillary data only increases accuracy of the modeling method if it is complete 

(Linard and Tatem, 2012) and has finer spatial detail (Tatem et al., 2007) than the input census 

data. As much as the accuracy of the disaggregated datasets depends on the resolution and age of 

the input census data, it is also dependent on the quality, significance and spatial (and temporal)  

resolution of the spatial covariate layers, created from the ancillary datasets, used to statistically 

aid the disaggregation (Patel et al., 2016).  
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Table 2.1: Global datasets, methods and data used 

Dataset Coverage Resolution Modelling 
technique 

Ancillary 
data/boundary 
data 

Availability 

EEA EU countries 100m Dasymetric  CORINE 
LandCover 2000 

Open-access 

SEDAC USA 1km &  
250m 

Areal weighting US Census tracts Open-access 

LandScan 
USA 

USA 90m Multi-
dimensional 
dasymetric 

National Land 
Cover Dataset 

Commercial  

WorldPop Africa, Asia, 
Central and 
South America 

100m Dasymetric  Africa: 
GlobeCover 
Asia & 
Americas: MDA 
GeoCover  

Open-access 

GPW  Global 5km GPW1: 
Pycnophylactic 
GPW2: Areal 
GPW3: Areal 

Census, water 
bodies (for 
masking) 

Open-access 

UNEP Global  5km Smart 
interpolation 

Census, 
populated 
points, 
roads 

Open-access 

LandScan Global  1km Smart 
interpolation 

Census, land 
cover, 
elevation, 
slope, roads, 
populated 
areas/ 
points 

Commercial  

GRUMP Global  1km Dasymetric  Census, 
populated 
areas, 
water bodies 
(for masking) 

Open-access 

 

2.2.2 REVIEW OF THE WORLDPOP PROJECT METHODS – A CASE 

STUDY 

The WorldPop project is one such data source that “provides an open access archive of spatial 

demographic datasets for Central and South America, Africa and Asia to support development, 

disaster response and health applications”. Of relevance to maternal and perinatal health, 
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WorldPop produces spatial datasets at 100m resolution for estimates of populations of women of 

reproductive age, live births and pregnancies projected through 2035, using available data sources 

including census, Demographic Health Surveys and UN data, satellite imagery data, and estimates 

on stillbirths, abortions, and miscarriages (Tatem et al., 2014). These data are increasingly being 

used as part of global health programs and policy formulation; for example a recent publication in 

nature microbiology identified populations of reproductive age women at risk of adverse fetal 

outcomes from the pending Zika virus epidemic in the Americas (Alex Perkins et al., 2016). 

The WorldPop dataset uses census data, available highest level administrative unit boundaries and 

official population estimates for each country (Dmowska and Stepinski, 2014) as input data 

sources and the dasymetric method is used to disaggregate census data using land cover data from 

GlobeCover for Africa (Linard et al., 2012; Tatem et al., 2007) and land cover data from MDA 

GeoCover for Asia and Americas (Gaughan et al., 2013) and settlement extents data (Linard et al., 

2012; Tatem et al., 2007;  Gaughan et al., 2013; Stevens et al., 2015). The comparison of four large 

scale, medium resolution land cover datasets (AVRR-derived, MODIS-derived, GLC 2000 and 

Globcover) yielded the results that led to the selection of the Globcover dataset as it yielded the 

most accurate population distribution models over the other three (Linard et al., 2010). This led to 

its use as the land cover data source for mapping the African continent as part of the WorldPop 

project.   

The very course temporal and spatial resolution of census data, or lack of strong input data, for 

most low income countries, mapped by the WorldPop dataset, are a great limitation in the 

development of the dataset (Linard et al., 2010).  To address this limitation models developed form 

countries with high spatial and temporal census data resolution, like Kenya, are partially 

parameterized on neighbouring countries (Stevens et al., 2015) which are spatially proximate and 

environmentally similar (Linard et al., 2010) despite the fact that this further conceals the already 

non-intuitive relationships between population density and the supporting covariates (Nieves, 

2016).  

Conversion of population distribution datasets to gridded estimates of births and pregnancies is 

achieved through the integration of  “ household survey data, UN statistics and other sources on 

growth rates, age specific fertility rates, live births, stillbirths and abortions” (Tatem et al., 2014). 
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The emphasis is therefore on the methods used to create the population distribution datasets as 

their level of accuracy determines the accuracy of the gridded estimates of births and pregnancies. 

2.2.1.0 WORLDPOP RANDOM FOREST-BASED DASYMETRIC 

POPULATION MAPPING 

WorldPop uses a Random Forest regression model and dasymetric mapping methods in a 

three step method to produce the disaggregated population distribution dataset. These steps include 

(1) covariate selection for the Random Forest model, (2) fitting of the Random Forest model and 

creation of a population density weighting layer from the created Random Forest model and (3) 

dasymetric redistribution of population counts (Stevens et al., 2015). 

 
Figure 2.2: Flow diagram of the WorldPop approach to mapping population 

 

Source: Gaughan, A.E., Stevens, F.R., Huang, Z., Nieves, J.J., Sorichetta, A., Lai, S., Ye, X., Linard, C., Hornby, 

G.M., Hay, S.I., Yu, H., Tatem, A.J., 2016. Spatiotemporal patterns of population in mainland China, 1990 to 

2010. Sci. Data 3, 160005. doi:10.1038/sdata.2016.5 
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2.2.3 NATIONAL AND REGIONAL SCALE POPULATION DATASETS 

Global datasets have the drawbacks of being course and general (Jia et al., 2014), leading to the 

focus of the small-scale datasets which is to address the limitation of detail and accuracy in global 

datasets. Studies have tried to focus on regions which are part of the mapped spatial extents within 

the existing global datasets. These studies have made emphasis on investigating the effects of using 

different ancillary data sources, and in some cases methods, to enhance the existing datasets. 

Another emphasis has been to compare the results they obtain using their suggested methods and 

data sources with those they produced using the same methods and data sources as those used by 

the producers of global datasets. Datasets created for the purpose of enhancing existing datasets 

include Indonesia (WorldPop) (Patel et al., 2015), Kenya (WorldPop) (Deleu et al., 2015) and the 

United States of America (SEDAC) (Dmowska and Stepinski, 2014). Other studies like (Lung et 

al., 2013), (Jia et al., 2014), (Cockx and Canters, 2015) and (Douglass et al., 2015) focused on 

comparing their methods with those used to produce global datasets. Their aim was to determine 

whether the methods and data used in global mapping efforts are adequate for producing more 

detailed and accurate datasets or use of alternative and refined methods and data produced better 

results. These studies have proven that the detail and accuracy of a dataset can be improved by 

ancillary data with finer detail. A summary of the data and methods used in the production of these 

datasets is presented in table 2.2. 

2.2.4 EFFECTS OF CHOICE OF ANCILLARY DATA SOURCES 

Some ancillary data sets selected for disaggregating populations represent phenomena known to 

be correlated with population densities, for instance, it has been identified that humans tend to 

modify their environment, specifically land cover, in ways that differentiate it from the 

surrounding landscape (Nieves, 2016) . Satellites have been the most commonly used source of 

ancillary data in the form of land cover (Lung et al., 2013) and land use data used for estimation 

of population densities because of the high correlation between land use/land cover (LULC) 

category and population density (Dmowska and Stepinski, 2014; Yang et al., 2009). Some 

remotely sensed data sources used for large scale demographic maps however have resolutions 

that are too low for obtaining accurate disaggregated data especially for urban areas which are 

highly heterogeneous (Cockx and Canters, 2015). 
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The limitation of using remotely sensed data (whether high or low resolution) is that it cannot be 

reliably derived by any known algorithm (Jia et al., 2014) due to the assignment of weights to the 

LULC classes being based on heuristic rules and assumptions without a solid evidence base for 

such rules (Lung et al., 2013). Another limitation of using land cover data, especially in 

heterogeneous urban areas, is the overestimation of population densities in certain land cover 

classes like “developed, open space”, due to the category being intermingled with other urban 

categories having high population density (Dmowska and Stepinski, 2014). However, Lung et al 

(2013) further explore the possibility of the opportunities of the very high satellite imagery 

currently having not been fully explored. This notion leaves room for the development of more 

detailed datasets with better accuracy using remotely sensed data. 

Other types of remotely sensed data like spectral and/or textural metrics or demographic 

information and distance-to-services metrics are lower-resolution ancillary data that have also been 

applied, with the results obtained in these studies suffering from low accuracies (Cockx and 

Canters, 2015). This has been proven not to be the case with high resolution remotely sensed data 

sources as they can provide such data types in greater detail for disaggregating the census data 

although such data sources have low coverage making their application in large scale mapping 

limited or impossible (Cockx and Canters, 2015). This insinuates that use of these data sources at 

higher and more detailed resolutions, as ancillary datasets, increases their potential of better 

performance in producing datasets with better accuracy. 

The use of high resolution ortho-rectified RapidEye archive data for settlement extents to enhance 

the Afripop dataset for the border region comprising South-Africa, Swaziland and Mozambique 

proved to improve the accuracy of the dataset showing more detail for the study areas (Deleu et 

al., 2015). The results showed that this method had a high potential of being replicated for the 

other countries to allow improvement especially in the detail of the dataset. Comparison of the 

Afripop data set and the newly created data set for two cities Matola and Jozini are shown in figure 

2.2. This due to the utility of the data source being independent of the influence of any population 

characteristic. Another data source that has proven to be a reliable source of ancillary data but 

unlike the RapidEye archive data does not possess a guaranteed potential to be replicated are the 

geolocated tweets. This has been shown to be a powerful ancillary data source for regions with 

highly active tweets like in Indonesia (Patel et al., 2016). Integration of geotweets data  into the 
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methods used in the production of the AsiaPop dataset proved to improve the accuracy of the 

dataset for the study area Indonesia but unlike the high resolution settlements data that was used 

by Deleu et al., (2015)  to enhance the AfriPop dataset, this method of using geotweets does not 

have the potential to be replicated by any other country (Patel et al., 2016). The strength of its 

application is in the density of geotweets in the whole country (Patel et al., 2016), i.e. the higher 

the density of active twitter users the greater the potential of the use of this method. 

Impervious surfaces (roads, sidewalks, driveways and parking lots, that are covered by 

impenetrable materials), have been proven to perform equally well as or better than land use data 

as a source for disaggregating population data (Cockx and Canters, 2015). Another source of 

ancillary data that has been confirmed to be an appropriate alternative ancillary data set instead of 

land cover that may provide the necessary increased level of spatial detail in population counts is 

parcel data as it has a specific orientation towards population density for a given point in space 

particularly in rural area (Jia et al., 2014). The comparison between parcel derived outputs and 

land cover derived outputs shows that parcel derived outputs produce more accurate distributions 

than land cover derived outputs (Jia et al., 2014). The output datasets produced form using parcel 

data and land cover data are shown in figure 2.4. As seen in the figure, parcel data produces a more 

detailed population distribution dataset. Another parcel related data source that has been used in 

other studies is the residential address points data where in a comparison between the use of 

residential address points with dasymetric mapping techniques based on land use, impervious 

surface cover, light emission and road density studies have shown that methods using address 

points outperform more traditional dasymetric mapping techniques (Cockx and Canters, 2015). 

Despite parcel related data being used in a few studies, no efforts have been made to explore the 

relationship between parcel type and population density (Jia et al., 2014). 

Integration of the parcel data and land cover data increases the overall accuracy of gridded 

population surfaces (Jia and Gaughan, 2016). Combination of the strengths of these two data 

sources proved to increase accuracy, verifying that accurate datasets are produced by taking 

advantage of the strengths of different types of ancillary data instead of choosing one over the 

other. Of course, the choice of ancillary data sets is critical, as the datasets need to have an 

acceptable correlation for them to complement each other. 
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Table 2.2: National and sub-national datasets methods and data 

Author(s) Date Spatial 
Coverage 

Resolution Input spatial 
data 
resolution 

Population 
distribution 
modelling 
method 

Ancillary data 

Lung et al 2013 Rural Kenya 1km - pycnophylactic 
& smart 
interpolation 

QuickBird (0.6m 
panchromatic & 2.4m 
multispectral bands), 
roads, rivers/streams, 
schools, markets, slope 
gradient 

Jia et al 2014 Alachua 
county(USA) 

30m census 
tracts 

dasymetric 2010 parcel data 

Cockx et al 2015 urban 
Belgium 
regions 

1km - dasymetric address point information 

Deleu et al 2015 Kenya 100m Sublocation 
unit 
boundaries 

dasymetric RapidEye archive data 
(settlement extents) & 
GlobeCover (land cover) 

Jia et al 2016 Alachua 
county 
(USA) 

30m census 
tracts 

dasymetric land cover and parcel data 

Dmowska 
et al 

2014 USA 90m SEDAC 1km 
& 250m 
grids 

dasymetric NLCD 2001 and 250m 
SEDAC-MSA  

Douglass et 
al 

2015 Lombardy 
region 
(Northern 
Italy) 

1km  - dasymetric telecommunications data 

Patel et al  2016 Indonesia  100m - dasymetric Geolocated tweets 

Deville et al 2014 Portugal & 
France 

1km ADM-5 
“Freguesias” 
in Portugal 
and 
“Communes
” in France) 

dasymetric mobile phone geolocation 
data 

Mennis  2003 Pennsylvania 100m census block dasymetric and 
areal 

Landsat TM imagery 

 

Use of mobile phone geolocation data to disaggregate census data has been proven to improve the 

accuracy of population densities as it captures the dynamic nature of populations (Deville et al., 

2014) providing “real time measure of populations” (Douglass et al., 2015). Mobile phone 

communications are located by identifying the geographic coordinates of their transmitting towers 
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and the associated cells, making the network-based positioning method simple to implement. 

However, like geo-located tweets, its accuracy is directly dependent on the network structure, thus 

the higher the density of the towers, the higher the precision of the mobile phone communication 

geo-location (Deville et al., 2014). In a comparison between the performance of datasets created 

using the mobile phone and remote sensing methods, the results showed that the remote sensing 

method produced predictions with a higher precision but less accuracy, with an over-estimation of 

population densities in low-density areas and an under-estimation of population densities in high-

density areas (Deville et al., 2014). Although at a global level, the remote sensing method was 

proven to be more precise than the mobile phone method the mobile phone method exhibited an 

overall better performance as it was slightly more accurate than the remote sensing method 

(Deville et al., 2014). Figure 2.3 shows the comparison of the datasets produced by the mobile data 

method and remote sensing method (land use and land cover data).  

While Deville et al., (2014)  focus on the use of mobile data in application to census redistribution, 

the potential of telecommunications data has been explored the its strength in other applications 

like on predicting inter-census period population using models trained on known census data 

(Douglass et al., 2015).  

 

2.2.5 SPATIAL INTERPOLATION ALGORITHMS 

For purposes of confidentiality and privacy concerns census data has for the past years always 

been collected at household level, then aggregated and presented in choropleth form (Jia et al., 

2014; Dmowska and Stepinski, 2014). Such representation of population distributions assumes 

homogenous distributions of populations within administrative boundaries. Population 

redistribution models have been developed to disaggregate these census data into uniform grids 

that are independent of the administrative boundaries, leading to the creation of demographic maps 

that can be used for spatial analysis and modelling that is independent of the political boundaries 

created within different countries.  Disaggregation, spatial decomposition (Bhaduri et al., 2007) or 

downscaling (Gallego, 2010) is the transformation of  unit-based data into raster-based data having 

cell size smaller than a majority of areal units (Dmowska and Stepinski, 2014). Spatial 

interpolation algorithms are the methods used to incorporate ancillary information into population 

distribution modelling (Lung et al., 2013). Four spatial interpolation algorithms have been used by 
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large scale population datasets to reallocate census data within administrative units into continuous 

uniform grids (Linard and Tatem, 2012).  

2.2.5.1 AREAL WEIGHTING 

Areal weighting was used in the construction of the GPW2 and GPW3 datasets (Hay et al., 2005). 

The assumption is that population is uniformly distributed within the same administrative unit thus 

the value in each cell becomes the population of the administrative unit divided by the number of 

cells within the unit (Linard and Tatem, 2012). Identified drawbacks of areal weighting are its 

assumption of a homogeneous population distribution within an administrative unit and the 

introduction of the problem of artefacts at administrative boundaries (Lung et al., 2013). The areal 

weighting method provides the most accurate results when very fine-resolution census data are 

available (like in the case of Kenya where the spatial resolution of the census data was at sub-

location level) and the use of land cover data at such high spatial resolutions in population 

distribution modelling does not inevitably improve the simple areal weighting method (Linard et 

al., 2010) due to the low resolution of the satellite derived land cover data used. 

2.2.5.2 PYCNOPHYLACTIC INTERPOLATION 

Pycnophylactic interpolation was used in the construction of the GPW1 database (Hay et al., 2005). 

This method starts with the use of areal weighting then the population values are smoothed using 

weighted mean of the nearest neighbouring units while preserving the original total populations of 

the administrative units (Linard and Tatem, 2012). This modelling technique addresses the 

problem of artefacts (ie unrealistic changes in population densities) by smoothing the population 

distribution at the boundaries (Lung et al., 2013). 

2.2.5.3 DASYMETRIC MODELLING 

Dasymetric modelling embroils use of ancillary data - often including satellite derived land cover 

data and other data like slope and roads - to redistribute populations within administrative units 

according to weightings attributed to different land cover classes (Linard and Tatem, 2012). The 

WorldPop project uses this approach whereas the GRUMP database incorporated this method with 

the GPW methods (Linard and Tatem, 2012). Dasymetric methods have been applied mostly at 

local and regional scales (Dmowska and Stepinski, 2014). Overestimation of areas with low 
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population densities and the underestimation of areas with high population densities have been the 

drawbacks of dasymetric methods frequently experienced (Cockx and Canters, 2015). Various 

techniques have been used to increase the accuracy and detail of dasymetric modelling approaches 

(Maantay et al., 2007; Mennis, 2009; Wu, Qiu, & Wang, 2005), of which one well-cited approach 

is the Heuristic Sampling Method (HSM) (Mennis, 2003; Jia et al., 2014).  

2.2.5.4 SMART INTERPOLATION 

Smart interpolation, which was used in the construction of the UNEP and LandScan datasets (Hay 

et al., 2005), involves modelling population distributions at a finer scale using satellite and other 

ancillary data (referred to as proximity factors (Lung et al., 2013)) like road network, slope, terrain, 

land cover and night-time lights to determine the probability of existence of populations in cells 

(Linard and Tatem, 2012). The influence of these factors on populations is used to assign single 

coefficients to them from which an overall weight is calculated for each grid cell and used for 

population distribution (Lung et al., 2013). The overall weights assigned to each cell are derived 

from the proximity of the factors to the cell which determines their influence on the cells.   

Uncertainties and errors in these large scale population datasets arise mainly from input data, 

temporal projections and the modelling method used together with the inaccurate spatial 

positioning of administrative boundaries (Linard and Tatem, 2012). Inaccurate positioning of 

administrative boundaries increases uncertainties in spatial analyses as an overlay of such datasets 

with a boundary dataset with good positional accuracy yields less accurate results with 

incorporated errors from mismatching boundaries. Effects of such uncertainties become highly 

evident in higher level administrative units (Tatem et al., 2013). These effects amplify the strengths 

of dasymetric and smart interpolation methods over areal weighting and pycnophylactic 

interpolaton methods as the former are mostly independent of boundary data and the latter are 

dependent on boundary data.  

The population of two administrative units, A and B (total population in A = 24 and B = 72) are 

redistributed using different spatial interpolation approaches (areal weighting, pycnophylactic and 

dasymetric). In the dasymetric method, a higher weight was attributed to the blue area. 
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Source: Author  
Illustration adopted from Linard, C., Tatem, A.J., 2012. Large-scale spatial population databases in 
infectious disease research. Int. J. Health Geogr. 11, 7. doi:10.1186/1476-072X-11-7 
Figure 2.3: Schematic illustrations of spatial interpolation methods. 

 

Smart interpolation methods and dasymetric modelling evidently produce more detailed 

distribution models, proving that the use of satellite derived data together with other ancillary data 

improves the level of detail and accuracy in population distribution models. This was illustrated 

by  (Linard and Tatem, 2012) when they compared population density distributions of two regions, 

in Kenya (with detailed spatial data) and Angola (with course resolution spatial data), from the 

different datasets produced using the four different modeling techniques. 

Accuracy of the population distribution models is improved by the use of high resolution census 

data (that is very recent with a finer spatial resolution) and satellite derived data together with 

highly detailed ancillary data (Linard and Tatem, 2012). Limitations of spatial interpolation 

methods are the abrupt changes in population density and areas of no population which haven’t 

been accurately reproduced by any of the modelling techniques (Lung et al., 2013). Lung and 

colleagues (2013) combined two modelling techniques in their efforts to produce a dataset that 

tried to address these limitations as much as possible in rural Kenya by combining the 

pycnophylactic and smart interpolation techniques. These methods did not prove to address these 

limitations but the effects of using the pycnophylactic technique to smooth the population densities 

at the boundaries was revealed. Although both methods preserved the aggregated population 

values, as the difference between their aggregated population values and those of the choropleth 

 

 

     

Areal Weighted 
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Pycnophylactic 
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Dasymetric  

  A = 24            B = 72 
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map were very little, there was an evident difference in population densities at the boundaries, 

produced by the two modelling methods. 

 

2.2.6 ACCURACY OF THE METHODS 

Currently there is no standard method that has been set to quantify the accuracy of the gridded 

population datasets. This is partly because the validation of these datasets in their entirety is not 

possible due to the lack of field data that can be used as a baseline (Linard and Tatem, 2012) for 

assessment. All the studies involved in this research have used error statistics to compare the 

performance of their datasets to the existing datasets or to compare the performance of different 

methods and data used in producing the same dataset. Statistics that have been mostly used for 

the assessment of accuracy include the root mean square error (RMSE), normalised root mean 

square error (NRMSE / %RMSE), mean absolute error (MAE), coefficient of variance (CV), 

coefficient of correlation (CC), standard error (SE) (Tatem et al., 2007) and the error matrix 

applying stratified random sampling (Lung et al., 2013; Deleu et al., 2015). Table 2.3 gives a 

summary of the error statistics obtained from the different studies. 

2.2.7 APPLICATION OF THE DATA IN MATERNAL AND PERINATAL 

HEALTH STUDIES 

The newly established SDGs are more ambitious than the MDGs as they have advanced form 

reducing maternal and perinatal mortality at national levels to reaching the most disadvantaged 

people everywhere requiring high quality data (WHO, 2016b). The National Centre for Chronic 

Disease and Prevention’s division for Reproductive Health has partnered with WHO, UNFPA, 

USAID and intergovernmental organisations to develop and implement a Maternal Death 

Surveillance and Response (MDSR) system with the aim to create a platform for interactive 

choropleth mapping of maternal and perinatal mortality indicators allowing for timely subnational 

level mapping (CDC, 2016). This platform incorporates the use of global maps and real time 

geographic maternal and perinatal indicator maps developed using uploads of maternal death 

counts and the projected women of reproductive age and live births counts by users from different 

countries (CDC, 2016). This system will play a big role in promoting better programmatic planning 
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as it facilitates subnational level mapping which is crucial in determining effectiveness of lower 

level interventions.  

Table 2.3: Summary of error statistics for gridded datasets 

Author(s)  Statistical method(s) 

used 

Findings 

Lung et 

al. (2013) 

Stratified random 

sampling 

Producer's accuracy = 82%, User's accuracy = 95% 

Patel et 

al. (2016) 

MAE, RMSE, %RMSE Using geotweets data enhanced the AsiaPop dataset by: RMSE = 

70.15, %RMSE = 2.29%, MAE = 3.28 at admin level 4  

Jia et al. 

(2014) 

RMSE & CV Parcel data produced RMSE = 63.96, CV = 1.36 and land cover data 

produced RMSE = 73.26, CV = 1.36. t-Test proved the difference is 

significant 

Douglass 

et al. 

(2015) 

RMSE RMSE for: Land cover only = 232, Telecommunications data only = 

227, Combined = 200 

Jia et al. 

(2016) 

RMSE & CV RMSE for best combination of parcel data and land cover data = 59.22, 

CV = 1.08 

Deleu et 

al. (2015) 

RMSE, MAE, CC, 

Stratified Random 

Sampling 

AfriPop MAE = 1063.36, RMSE = 1729.59, CC = 0.48 against 

Enhanced AfriPop MAE = 607.99, RMSE = 974.16, CC = 0.75 

Gaughan 

et al. 

(2013) 

RMSE, MAE, %RMSE AsiaPop: Cambodia; RMSE = 3834.51, %RMSE = 46.40 MAE = 

2494.32 Vietnam; RMSE = 4943.31, %RMSE = 70.13, MAE = 

3007.04 

Tatem et 

al. (2007) 

RMSE & Standard Error Afripop: EA1; RMSE = 592.1475, SE = 530.64 EA2; RMSE = 

1097.754, SE = 971.51 EA3; RMSE = 574.1875, SE = 509.7 

Alegana 

et al. 

(2016) 

MAE, RMSE & CC 1km by 1km WorldPop grids: MAE = 0.0326, RMSE = 0.0426, CC = 

0.6346 

Deville et 

al. (2014) 

RMSE RMSE (Mobile Phone data) = 796; RMSE Remotely sensed data = 850 

Stevens et 

al. (2015) 

RMSE, MAE, %RMSE Cambodia: AsiaPop %RMSE = 46.40 GRUMP %RMSE = 81.89, 

GPW %RMSE = 82.22 Vietnam: AsiaPop %RMSE = 70.13 GRUMP 

%RMSE = 92.56 3771.64 GPW %RMSE = 100.47 

Kenya: AsiaPop %RMSE = 120.28 GRUMP %RMSE = 145.35 GPW 

%RMSE = 146.11 
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Neal et al., (2016) have used the WorldPop data together with Demographic Health Surveys data 

to determine the geographic distribution of adolescent first births in Tanzania, Kenya and Uganda. 

The aim of this study was to inform policy makers at district and national level of the 

heterogeneous distribution of adolescent pregnancies, with the focus being the “hot spots”, to assist 

in their policy making aimed at reducing adolescent pregnancies which have been proven to affect 

the health of adolescent mothers and their first bon children (Neal et al., 2016).    

Perkins et al., (2016) created a model that projected the population of child bearing women that 

would be affected by the Zika virus in the highly affected Americas. Their aim was to improve the 

estimates made on the affected number of child bearing women and to ascertain the portion of 

children that were at high risks of being affected by the virus (Perkins et al., 2016). This study 

demonstrated the power of demographic maps in assisting targeted interventions in reducing 

maternal and perinatal deaths. Ruktanonchai et al., (2016) examined the sub-national 

heterogeneities in accessing maternal and perinatal health care before, during and after delivery 

and adjusted the 2015 live births estimates to assess the probabilities of accessing health care. In 

these studies, focus has been on subnational level assessment, highlighting the progression of 

maternal and perinatal studies and the growing relevance of high quality and detailed demographic 

data in maternal and perinatal health studies. 

2.3 RESEARCH KNOWLEDGE GAPS 

In this chapter the researcher has reviewed the different methods and data that have been used to 

develop gridded population datasets. In their studies the authors have mainly focused on 

comparing their results with results obtained from using remotely sensed land cover data as a 

source of ancillary data. This decision has been influenced using the land cover/ land use data in 

most global population datasets. Their results have shown that use of alternative ancillary data or 

the combination of such data with land cover/ land use data produces more detailed and more 

accurate results than using remotely sensed land cover/ land use data. None of these studies 

however have compared performance of these ancillary datasets against each other to determine 

which ancillary dataset performs the best and under what conditions they perform better over other 

datasets. It has been shown that the heterogeneity of land cover influences the difference in the 

performance of different ancillary datasets in producing accurate models. This means that the same 

method also performs differently within the dataset as we move from urban to rural settings. One 
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ancillary dataset can perform better than the other in an urban setting but the reverse might be true 

in a rural setting. Currently methods are still being explored to finally come to a decision on which 

ancillary datasets (or combination of datasets) produces the best results.  

Focus has been on validating population datasets despite the existence demographic datasets 

within the global datasets. Methods that have been used have been focused on population 

distributions. Studies have no yet revealed the importance of demographic datasets as relevant data 

for describing population distribution patterns. 

 The validation of datasets has been mainly relative, with the focus being on relative accuracy and 

not absolute accuracy of datasets. Spatial scale of validation also differs from one author to 

another. This means that comparison of performance of methods used by different authors cannot 

be done since modelling methods and ancillary data used perform differently at different spatial 

scales (Deleu et al., 2015). Performance of each dataset at different spatial scales has not been 

explored. Datasets have been compared against each other at single administrative unit levels. It 

has not been revealed and proven that certain methods perform better than the others at all spatial 

scales. As Deleu et al., (2015) suggested that areal weighting performs better than dasymetric 

modelling when the census data exists at very fine spatial detail, such findings have not been 

explored by several studies. 

2.4 CONCLUSION 

Existing literature has magnified the significance of the choice of ancillary dataset and spatial 

interpolation methods used in the production of population distribution maps. This chapter 

highlighted the methods currently being used in the production of these maps and the identified 

questions that have either not been addressed or fully addressed by the existing literature in relation 

to the objectives of this research. The WorldPop dataset was used as a case study in evaluating the 

accuracy of the methods used creating the global population datasets. The methods used and the 

results obtained from the evaluation are highlighted in the next chapters. 

 

 



28 
 

CHAPTER 3: METHODS FOR EVALUATING THE WORLDPOP 

DATASET 

3.1 INTRODUCTION  

As part of addressing the research questions that were posed earlier in Chapter 1, a regression 

analysis was completed using observed field data (CLIP data) and modelled data (WorldPop data). 

Vector grids were created from the 100m resolution WorldPop raster grids and the WorldPop and 

CLIP pregnancies and live births values calculated for each grid. The resulting table had fields 

with six administrative unit level names (neighbourhood code, new neighbourhood, cluster, 

locality, administrative post and district), WorldPop’s live births and pregnancies estimates per 

grid and CLIP live births and pregnancies outcomes per grid. Each record in the attribute table 

represents a grid and its attributes. A grid cell level analysis was done using RMSE and CV, and 

these values were compared for both the pregnancies dataset and the live births dataset. A Welch’s 

t-Test was done to determine the significance of the mean residuals for pregnancies and live births 

datasets. The results were also aggregated at different administrative unit levels and for each 

administrative level RMSE, CV and %RMSE values were calculated for analysis of the WorldPop 

dataset. As part of the analysis, charts were used to represent the trends exhibited by the modelled 

WorldPop estimates relative to the observed CLIP outcomes. 

3.2 STUDY AREA 

Maputo and Gaza are provinces located in Mozambique. According to the 2007 census the 

population of Mozambique was 20,252,223 (City Population, 2016) with a projected population 

of 28,751,000 in the year  2016 and an average annual population growth rate of 2.8% (UNdata, 

2016). According to UNdata, (2016) 2010-2015 statistics, Mozambique has a 32.2 % urban 

population with an estimated growth rate of 3.3%, a fertility rate (live births per woman) of 5.5% 

and an infant mortality rate of 64/1000 live births. UNICEF, (2011) has reported a decrease of 

maternal mortality in Mozambique from 1,000 maternal deaths/100,000 live births during the early 

1990s to an improved 408 maternal deaths/100,000 live births in 2003 (UNdata, 2016). The 2007 

census showed that the province of Maputo had a population of  1,782,400 (City Population, 2016) 

with a projection of 1,709,058 by the year 2015 (GeoHive, 2016) and the province of Gaza had a 

population of 1,442,100 (City Population, 2016) projected at 1,416,810 (GeoHive, 2016). Maputo 

covers an area of 22,693 sqkm whilst Gaza covers an area of 75,334 sqkm (GeoHive, 2016).  
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3.3 DATA AND SOURCES 

Data on pregnancies and livebirths in the study area (Maputo and Gaza provinces in Mozambique) 

were downloaded from the WorldPop website (www.worldpop.org.uk). GPS coordinates of the 

inhabited areas were available from the project undertaken to determine the number of live births, 

and population distributions of women of the reproductive age in the Gaza and Maputo provinces. 

Neighbourhood level estimates of the outcomes under study had already been generated as part of 

the baseline work for the CLIP trial. The data of interest available in a spreadsheet were the 

administrative unit names (district, locality, neighbourhood code, cluster, administrative post and 

new neighbourhood) and the aggregated cluster data of pregnancies and live births corresponding 

to each administrative unit. Each GPS coordinate represented a household, hence the spatial 

resolution of the baseline data used was at household level, the highest level of spatial resolution 

for census data. The values of live births and pregnancies were calculated for each GPS coordinate 

using data that was aggregated at neighbourhood level. The formula is shown below. 

𝑉𝑎𝑙𝑢𝑒 𝑝𝑒𝑟 𝐺𝑃𝑆 𝑝𝑜𝑖𝑛𝑡 =
𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟ℎ𝑜𝑜𝑑

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 ℎ𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑𝑠 (𝐺𝑃𝑆 𝑝𝑜𝑖𝑛𝑡𝑠) 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟ℎ𝑜𝑜𝑑
 

This was done by dividing the number of pregnancies and live births at each neighbourhood by 

the number of GPS points (representing households) within that neighbourhood. The outcome of 

this process was a table with average CLIP pregnancies and live births per household with the 

corresponding neighbourhood code and other administrative unit names. The table was then joined 

with the GPS coordinates layer’s attribute table on ArcMap. This process is done using the “Joins 

and Relates” tool that is found when you left click the layer whose attribute table you want to join 

with another table. This step is possible if both the attribute table and the table to be joined have a 

common field name that will be used to join corresponding attributes. For this research the 

common filed name that was used was the “neighbourhood code”. This meant that GPS points 

with the same neighbourhood code were assigned the same values for pregnancies and live births. 

 

 

Creation of 100m vector grids and calculation of Worlpop and CLIP values 

http://www.worldpop.org.uk/
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The floating raster layers for WorldPop’s live births and pregnancies were converted to integer 

raster layers then to vector points. The vector points layer was then used to extract the raster values 

from the two datasets using the “extract values to points” tool which a tool that extracts the cell 

values of a raster based on a set of point features and records the values in the attribute table of an 

output feature class (Esri, n.d.). In this case the raster is the WorldlPop raster, the point features 

are the vector points converted from the WorldPop raster, and output feature class is the resulting 

vector points layer.  These values are the WorldPop estimates that were used in the analysis and 

not the integer values. These vector points (which represent the centroids of the WorldPop 100m 

raster grids) were also converted to raster using “objectID” as the value field to produce a raster 

layer with each cell having a unique value. The “objectID” field is a field that contains the unique 

value that uniquely identifies a record in a layer, in this case a point and the value field is the field 

used in allocating values to each raster cell (Esri, n.d.). The purpose of this step was to ensure that 

each cell had its own value, thus retaining all the grids after converting the raster layer to vector 

polygons to avoid dissolving them (which is what happens when the WorldPop raster layer is 

converted to polygons). The raster layer was then converted to polygons, resulting in a gridded 

vector polygon layer. A spatial join was then performed between the resultant polygon layer and 

the vector points layers for pregnancies and births that had the floating values for each pregnancies 

and live births record. A spatial join transfers the attribites from one feature class to another based 

on the spatial relationships between the features in the two feature classes (Esri, n.d.). The resulting 

layer was a vector grids layer with floating values of WorldPop pregnancies and live births. This 

layer was then joined with the GPS points layer using a spatial join with the merge rule “sum” for 

the births and pregnancies fields to produce a layer of 100m vector polygon grids whose attribute 

table was then exported to Excel for analysis. The merge rule is used to specify what you want to 

do if there is more than one feature in the feature class that is being joined (GPS coordinates) 

overlaying with one feature in the target feature class (vector grids). In this case since more than 

one GPS points would be encountered within one grid in many instances, the sum of the values of 

those points for both births and pregnancies values would be returned for each grid. Figure 3.1 
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shows an overlay of the three feature classes that were joined to produce the final table.

 

Source: Author 
Figure 3.1: Overlay of the three layers, vector grids (square grids), WorldPop estimates (red points) and 
CLIP GPS points (blue points) 

As seen in the figure above, WorldPop estimates are centroids of the grids and there are more than 

one features of the GPS household points occurring within some of the grids.  

Figure 3.2 below shows a schematic illustration of the whole process of producing data that was 

used for analysis of the WorldPop maternal and perinatal datasets.    
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Source: Author 
Figure 3.2: Flow diagram for inputs, processes and outputs used in data processing 

The output table that was exported to Excel is shown as table 3.1 below showing only a few 

records.  
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Table 4.1: Resultant table showing the data used for analysis 

 

3.4 ANALYSIS OF THE DATA  

For each of the administrative unit levels created from the GPS coordinates in the study, 

corresponding values for each of the pregnancies and births outcomes was generated using the 

pivot table tool. The pivot table tool in Excel is used to arrange and summarise data. This tool was 

used to produce six different tables, one for each administrative level. The tables are shown below 

and only the first 7 entries will be shown. 

Table 3.2: Tables a) to f) showing results at each administrative level from the highest level table a) 
neighbourhood to the lowest level table f) district 

a)  

b)  
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c)  

d)  

e)  

f)  

For this research two regression analysis methods were used to assess the accuracy of the 

WorldPop estimates, the RMSE and coefficient of variance (CV). RMSE was used to measure the 

errors of values for pregnancies and births predicted by WorldPop using the values observed from 

the CLIP baseline census. 
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3.4.1 ROOT MEAN SQUARE ERROR (RMSE) 

The RMSE has been mostly used by different authors like (Lung et al., 2013), (Douglass et al., 

2015), (Cockx and Canters, 2015) and others to examine model-performance of the population 

datasets they created. The root mean square error (RMSE) is a standard statistical metric used to 

measure model performance (Chai and Draxler, 2014) that has been applied in many disciplines. 

It has been shown that it is more appropriate to use RMSE over mean absolute error MAE when 

the model errors follow a normal distribution (Chai and Draxler, 2014). This conclusion came 

upon when Chai and Draxler, (2014) contended claims made by Willmott and Matsuura, (2005) 

that argued that RMSE does not perform well as an indicator of average model performance which 

were seen to be appreciated and quoted by many authors. In this research, it has been shown that 

the variables, pregnancies and births, follow a normal distribution at aggregated levels (shown in 

figure 4.2) thus indicating that RMSE was the more appropriate choice for analysing model 

performance. The variables do not follow a normal distribution at grid cell level therefore RMSE 

was not used for statistical analysis at this level. 

 

The formula for RMSE is given below. 

 𝑅𝑀𝑆𝐸 = √
∑ (𝑃𝑜𝑏𝑠,𝑖 − 𝑃𝑚𝑜𝑑𝑒𝑙,𝑖)2𝑛

𝑖=1

𝑛 − 1
 

 

Where: Pobs is the number of births or pregnancies observed from the baseline data within each  

administrative unit.  

Pmodel is the number of births or pregnancies modelled by WorldPop within same 

administrative unit. 

n is the number of administrative units under a certain administrative unit level. 

 

For each dataset (births and pregnancies) RMSEs were calculated at each administrative level, that 

is neighbourhood, new neighbourhood, locality, administrative post, cluster and district level. The 

coefficients of variance were also calculated using the equation below. 
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𝐶𝑉 = 𝑅𝑀𝑆𝐸2 

𝐶𝑉 =
∑ (𝑃𝑜𝑏𝑠,𝑖 − 𝑃𝑚𝑜𝑑𝑒𝑙,𝑖)

2𝑛
𝑖=1

𝑛 − 1
 

 

Percentage RMSE (% RMSE), also referred to as the normalised RMSE, analysis was used to 

allow the comparison of the performance of the model at the different administrative unit levels 

(Hay et al., 2005; Patel et al., 2016). % RMSE is the ratio of the RMSE to the average of the 

observed values expressed as a percentage. The % RMSE for pregnancies and births was computed 

by dividing the RMSE by the average CLIP outcomes for pregnancies and births. Percentages 

between 0-100% indicate an underestimation and percentages greater than 100% indicate an 

overestimation. Lower percentages indicate less residual variance and higher percentages indicate 

more variance between the modelled and the observed values within a sample. 

%𝑅𝑀𝑆𝐸 =  
𝑅𝑀𝑆𝐸

𝑃𝑜𝑏𝑠,𝑖
̅̅ ̅̅ ̅̅ ̅

 

Where: 𝑃𝑜𝑏𝑠,𝑖
̅̅ ̅̅ ̅̅ ̅ is the average count of pregnancies or live births at the 𝑖𝑡ℎ administrative unit 

level. 

3.4.2 WELCH’S t-TEST FOR UNEQUAL VARIANCES 

Despite its under-utilisation when compared to the Students t-Test and the Mann-Whitney tests 

the Welch’s t-Test has been proven to perform as well as or better than these two methods in terms 

of control of Type I (incorrect rejection of a true null hypothesis) and Type II (incorrect retaining 

of a false null hypothesis) (Ruxton, 2006).  The t- test was performed on Excel using the “t-Test: 

Two-Sample Assuming Unequal Variances” method. This test was done to determine if there is 

sufficient evidence to conclude that there is significant difference in the performance of the 

WorldPop dataset in estimating births from estimating pregnancies. The test was used to test if the 

residual means from two samples (CLIP and WorldPop) are equal or not. The null hypothesis 

states that the means are equal and hence there is no significant difference in the performance of 

WorldPop in modelling births and in modelling pregnancies. The test was done on the residuals at 

grid cell level at a 95% confidence level. The rejection criterion for this test is, if the calculated P-
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value is less than the defined level of significance, in this case 0.05 and the t-Statistic is also less 

than the critical t-value then we reject the null hypothesis and conclude that there is a difference 

in the average errors for the birth dataset and the pregnancies dataset. The two-tail test was used 

as the residuals exhibited an approximate two tailed distribution as shown in figure 3.3. 

 

Source: Author 
Figure 3.3: Distributions of errors for births (top) and pregnancies (bottom) datasets. 
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3.4.3 PEARSON’S CORRELATION COEFFICIENT (R) AND THE 

COEFFICIENT OF DETERMINATION (𝑹𝟐) 

Pearson’s correlation coefficient was used to measure the degree to which the changes in the 

CLIP outcomes within an administrative unit were predicted by the WorldPop estimates. A 

positive value would mean a positive linear relationship between the observed and the modelled 

meaning that the variation of the observed values in a certain direction is reflected by the model. 

The coefficient of determination was used to determine the proportion of fluctuation of CLIP 

outcomes that are predictable from the WorldPop estimates. This measure allowed us to 

determine how certain we can be in making variation predictions using the WorldPop model. 

The coefficient of determination allowed the determination of the magnitude of fraction of the 

variances between WorldPop and CLIP values was described by the linear fit. The value falling 

within the range 0-1 reflects the percentage of the modelled values that can be explained by the 

shown linear relationship between the observed and modelled values. Of note is the fact that a 

linear relationship is assumed in this case. This may not be the case since there were many 

factors involved in modelling the distribution of these values influencing their outcomes. The 

coefficient of determination is calculated by squaring the correlation coefficient. 

𝑟 =  
∑ (𝑃𝑜𝑏𝑠,𝑖 − 𝑃𝑜𝑏𝑠

̅̅ ̅̅ ̅) ∗ (𝑃𝑚𝑜𝑑𝑒𝑙,𝑖 − 𝑃𝑚𝑜𝑑𝑒𝑙
̅̅ ̅̅ ̅̅ ̅̅ )𝑛

𝑖=1

√∑ (𝑃𝑜𝑏𝑠,𝑖 − 𝑃𝑜𝑏𝑠
̅̅ ̅̅ ̅)

2
∗ (𝑃𝑚𝑜𝑑𝑒𝑙,𝑖 − 𝑃𝑚𝑜𝑑𝑒𝑙

̅̅ ̅̅ ̅̅ ̅̅ )2𝑛
𝑖=1

 

Where 𝑃𝑜𝑏𝑠
̅̅ ̅̅ ̅ and 𝑃𝑚𝑜𝑑𝑒𝑙

̅̅ ̅̅ ̅̅ ̅̅  are the average values for the observed CLIP pregnancies or births and 

WorldPop’s estimates respectfully. 

3.5 DETERMINING PRECISION OF WORLDPOP DATA 

This process was done to determine by how much the WorldPop model predicted populations to 

exist when per the CLIP census there are no populations. This was done for the district and locality 

levels as the data was available from the DivaGIS website. The WorldPop datasets were converted 

to vector points and the points were used to extract the raster values from the births and pregnancies 

datasets. A spatial join was done between the districts and the locality polygons to obtain the 

WorldPop values for pregnancies and births. The final layer produced from the grid cell analysis 

was converted to points and a spatial join was done between the resultant points layer and the 

districts and locality polygons to produce a final layer. The attributes of interest of the layer are 
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the CLIP outcomes, WorldPop estimates where there is occurrence of household GPS points and 

the WorldPop estimates within the entire polygon for each administrative unit. The percentages of 

mismatch were calculated by dividing the difference between WorldPop’s total estimates within 

the entire boundary and estimates at habited areas by the total estimates within the administrative 

unit and expressing this ration as a percentage. The percentages are translated by saying of the 

estimates made by the WorldPop model the percentage value obtained is the amount by which the 

WorldPop misidentified the populated areas. The higher the percentage the poorer the WorldPop’s 

births and pregnancies data sets’ performance in accurately assigning values to the populated areas. 

 

Figure 3.4: Flow diagram for inputs, processes and outputs used in data processing for determination of 
percentage mismatch. 
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CHAPTER 4: RESULTS 

4.1 INTRODUCTION 

This chapter presents the findings from the investigations performed in the previous chapter. 

Included are the results from the grid cell level analysis that include the RMSE, CV, % 

overestimation, % underestimation and the Welch’s unequal variance t-test results. The analyses 

of different levels of administrative units produced results for RMSE, CV, % overestimation, % 

underestimation and % RMSE for all the administrative levels involved in the analysis.  

The summary table below shows the number of units within each administrative unit level and the 

total counts of births and pregnancies from both the observed and model values. The totals indicate 

that the WorldPop datasets underestimated the counts for live births and pregnancies by 52.71% 

and 62.72% respectively. 

Table 4.1: Summary table for counts of live births and pregnancies. 

Number of units within administrative unit level 

Total counts 

CLIP WorldPop 

Neighbourhood 

code 

New 

neighbourhood 
Locality 

Administrative 

post 
Cluster District Births Pregnancies Births Pregnancies 

372 365 36 17 12 7 8245 12991 3899 4843 

 

 

4.2 GRID CELL LEVEL DESCRIPTIVE ANALYSIS 

The figure below (figs 4.1a and 4.1b) shows the comparison between WorldPop and CLIP values 

recorded in each grid cell. WorldPop cell values take mainly eight values as it can be seen on the 

chart below, although there are more than eight values. From the graphs in figure 4.1 there is no 

linear relationship between the values from the CLIP and WorldPop values, implying that the 

correlation coefficient and the coefficient of determination could not be used for analysis. Also 

revealed are the small ranges of values taken by the WorlPop model against a varied range of 
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observed values. Table 4.2 shows the overall percentage overestimation and underestimation of 

the CLIP outcomes by the WorldPop model. The results show a high percentage underestimation. 

 

Table 4.2: Grid cell level analysis results 

 %OVERESTIMATION %UNDERESTIMATION 

BIRTHS 19.2278 80.7722 

PREGNANCIES 15.9811 84.0189 

 

 

 
Figure 4.1a: Grid cell level distribution of WorldPop estimates and CLIP births outcomes 
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Figure 4.1b: Grid cell level distribution of WorldPop estimates and Clip pregnancies outcomes 

The results of the t-test performed to determine if there is conclusive evidence that the means of 

the residuals of the pregnancies and live births outcomes were significantly different are shown 

in table 4.3.  

 

Table 4.3: Welch’s unequal variances t- Test. 

t-Test: Two-Sample Assuming Unequal Variances  

   
  birth_res preg_res 

Mean 0.247918711 0.374462908 

Variance 0.035805645 0.074771635 

Observations 27351 27351 

Hypothesized Mean Difference 0  
Df 48658  
t Stat -62.93552885  
P(T<=t) one-tail 0  
t Critical one-tail 1.644884943  
P(T<=t) two-tail 0  
t Critical two-tail 1.96001274   

 

As seen in the table the mean of residuals of the pregnancies is higher than the mean of the births 

residuals. The P-value for the two-tail test 0 is much lower than the 0.05 cut off used and the t 

statistic is lower than the critical t value hence the difference between the mean residuals of the 

two WorldPop datasets is significantly different at a 95% confidence level.  
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4.3 ADMINISTRATIVE UNIT LEVEL STATISTICAL ANALYSIS 

The maps in figures 4.2 and 4.3 below show the distributions of the observed (CLIP) counts of 

live births and pregnancies at different administrative levels, illustrated by the pie charts and the 

bar charts within the maps. The general trend shown by the charts is that the WorldPop estimates 

are lower than the observed CLIP outcomes. The difference becomes more apparent with lower 

level administrative unit levels. At higher administrative unit levels, there are apparent variations 

of livebirths and pregnancies for both observed CLIP data and modelled WorldPop data. The 

variations become less evident in lower level administrative unit levels as the gradient of variation 

becomes gentler. The polygons represent the different districts covering the study area and the 

%underestimation at each district. The lighter regions represent a lower %underestimation range, 

the lowest being 40% - 50% and the darkest regions represent a 90% - 100% range. The pie charts 

however show that there are areas within each district where the model overestimates the observed 

values. The maps show a general decrease in the percentage RMSE as we move from higher to 

lower level administrative unit levels. 
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Figure 4.2: Maps showing the relationship between WorldPop estimates and CLIP outcomes of births at 
different administrative unit levels and %underestimation at different districts. 
Source: Author 
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Figure 4.3: Maps showing the relationship between WorldPop estimates and CLIP outcomes of 
pregnancies at different administrative unit levels and %underestimation at different districts. 
Source: Author 

Table 4.3 shows the CV, percentage overestimation and underestimation of the WorldPop model 

for pregnancies and live births outcomes. The CVs increase for lower level administrative units. 

Percentage overestimation of the WorldPop model decreases with lower level administrative units 

and the percentage underestimation increases, with the single exception of locality level. At cluster 

and district levels the model exhibits 100% underestimation. Compared with births % RMSE for 

pregnancies is lower at the highest administrative unit levels and higher at lower administrative 

unit levels. The descriptive analysis results of the variations within different administrative units 

are shown in tables 4.6 – 4.9. 
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Table 4.3: Summary of evaluation results at different administrative unit levels 

ADMINISTRATIVE 

LEVEL 

CV 
%OVER- 

ESTIMATION 

%UNDER- 

ESTIMATION 

BIRTHS PREGS BIRTHS PREGS BIRTHS PREGS 

NEIGHBOURHOOD 442.162 1058.518 13.710 7.796 86.290 92.204 

NEW 

NEIGHBOURHOOD 
458.407 1100.342 13.699 7.671 86.027 92.055 

LOCALITY 38495.17 102776.9 16.667 2.778 83.333 97.222 

ADMINISTRATIVE 

POST 
114791.4 362565.1 5.882 5.882 94.118 94.118 

CLUSTER 206091.1 628683.7 0 0 100 100 

DISTRICT 492008.6 1667251 0 0 100 100 

 

In tables 4.6 to 4.9 the negative percentages indicate an overestimation and positive percentages 

indicate an underestimation by the WorldPop model. The tables show the ranges of percentage 

underestimation and overestimation and number & percentage of units within each administrative 

unit level whose percentage overestimation or underestimation falls within each range. As seen in 

the tables the units within cluster and district levels do not exhibit any overestimation. 

The tables show that from neighbourhood to the new neighbourhood level the highest percentage 

(>50%) of the units within each administrative unit underestimated by an amount between 90% 

and 100%. This means that at those administrative levels more than 50% of the time the model 

estimated 0-10% of the actual outcomes. These units are the major contributors to the overall 

underestimation percentage. For locality to administrative post level the percentage of units where 

the WorldPop model underestimated the outcomes decreases to between 20% and 30% and the 

percentage of areas that overestimated decreases. For cluster and district level there is no 

overestimation and there is an almost even distribution of percentage distributions. There is an 

increased frequency of units that underestimate by almost 50% of the observed outcomes. 
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Table 4.6: Neighbourhood level results for descriptive analysis 

%DIFFERENCE No OF NEIGHBOURHOOD UNITS PERCENTAGE OF UNITS 

BIRTHS PREGNANCIES BIRTHS PREGNANCIES 

-100 < R ≤ -90 11 4 2.957 1.075 

-90 < R ≤ -80 2 0 0.538 0 

-80 < R ≤ -70 2 3 0.538 0.806 

-70 < R ≤ -60 1 3 0.269 0.806 

-60 < R ≤ -50 3 1 0.806 0.269 

-50 < R ≤ -40 2 2 0.538 0.538 

-40 < R ≤ -30 4 2 1.075 0.538 

-30 < R ≤ -20 3 3 0.806 0.806 

-20 < R ≤ -10 2 8 0.538 2.151 

-10 < R ≤ 0 9 3 2.419 0.806 

0 < R ≤ 10 8 8 2.151 2.151 

10 < R ≤ 20 17 7 4.57 1.882 

20 < R ≤ 30 10 14 2.688 3.763 

30 < R ≤ 40 12 20 3.226 5.376 

40 < R ≤ 50 9 17 2.419 4.57 

50 < R ≤ 60 10 11 2.688 2.957 

60 < R ≤ 70 8 10 2.151 2.688 

70 < R ≤ 80 5 7 1.344 1.882 

80 < R ≤ 90 39 20 10.484 5.376 

90 < R ≤ 100 203 229 54.57 61.559 

Table 4.7: Locality level results for descriptive analysis 

%DIFFERENCE No OF LOCALITY UNITS PERCENTAGE OF UNITS 

BIRTHS PREGNANCIES BIRTHS PREGNANCIES 

-100 < R ≤ -90 0 0 0 0 

-90 < R ≤ -80 0 0 0 0 

-80 < R ≤ -70 0 0 0 0 

-70 < R ≤ -60 0 0 0 0 

-60 < R ≤ -50 1 0 2.778 0 

-50 < R ≤ -40 0 0 0 0 

-40 < R ≤ -30 1 0 2.778 0 

-30 < R ≤ -20 1 1 2.778 2.778 

-20 < R ≤ -10 0 0 0 0 

-10 < R ≤ 0 3 0 8.333 0 

0 < R ≤ 10 0 2 0 5.556 

10 < R ≤ 20 1 2 2.778 5.556 

20 < R ≤ 30 0 0 0 0 

30 < R ≤ 40 2 2 5.556 5.556 

40 < R ≤ 50 3 0 8.333 0 

50 < R ≤ 60 0 4 0 11.111 

60 < R ≤ 70 5 2 13.889 5.556 

70 < R ≤ 80 2 4 5.556 11.111 

80 < R ≤ 90 3 4 8.333 11.111 

90 < R ≤ 100 14 15 38.889 41.667 
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Table 4.8: Administrative post level results for descriptive analysis 

%DIFFERENCE No OF ADMIN POST UNITS PERCENTAGE OF UNITS 

BIRTHS PREGNANCIES BIRTHS PREGNANCIES 

-100 < R ≤ -90 0 0 0 0 

-90 < R ≤ -80 0 0 0 0 

-80 < R ≤ -70 0 0 0 0 

-70 < R ≤ -60 0 0 0 0 

-60 < R ≤ -50 1 0 5.882 0 

-50 < R ≤ -40 0 0 0 0 

-40 < R ≤ -30 0 0 0 0 

-30 < R ≤ -20 0 1 0 5.882 

-20 < R ≤ -10 0 0 0 0 

-10 < R ≤ 0 0 0 0 0 

0 < R ≤ 10 1 0 5.882 0 

10 < R ≤ 20 2 0 11.765 0 

20 < R ≤ 30 0 1 0 5.882 

30 < R ≤ 40 1 1 5.882 5.882 

40 < R ≤ 50 1 1 5.882 5.882 

50 < R ≤ 60 0 2 0 11.765 

60 < R ≤ 70 2 2 11.765 11.765 

70 < R ≤ 80 2 0 11.765 0 

80 < R ≤ 90 3 5 17.647 29.412 

90 < R ≤ 100 4 4 23.529 23.529 

 
 
Table 4.9: District level results for descriptive analysis 

%DIFFERENCE No OF DISTRICT UNITS PERCENTAGE OF UNITS 
BIRTHS PREGNANCIES BIRTHS PREGNANCIES 

0 < R ≤ 10 0 0 0 0 
10 < R ≤ 20 0 0 0 0 
20 < R ≤ 30 0 0 0 0 
30 < R ≤ 40 2 0 28.571 0 
40 < R ≤ 50 1 2 14.286 28.571 
50 < R ≤ 60 1 1 14.286 14.286 
60 < R ≤ 70 1 2 14.286 28.571 
70 < R ≤ 80 1 0 14.286 0 
80 < R ≤ 90 1 2 14.286 28.571 

90 < R ≤ 100 0 0 0 0 
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4.3.1 RESULTS FROM CC AND CD ANALYSIS 

Table 4.5: Linear relationship analysis results 

ADMINISTRATIVE 

LEVEL 

CORRELATION 

COEFFICIENT (R) 

COEFFICIENT OF 

DETERMINATION (𝑹𝟐) 

BIRTHS PREGNANCIES BIRTHS PREGNANCIES 

NEIGHBOURHOOD 0.541394889 0.576658841 0.293108425 0.332535419 

LOCALITY 0.715863322 0.731758555 0.512460296 0.535470583 

ADMINISTRATIVE 

POST 
0.799327747 0.800355995 0.638924848 0.640569718 

DISTRICT 0.827613364 0.840672908 0.68494388 0.706730939 

 

Table 4.5 shows the results from the analyses of the linear relationships of the WorldPop model 

and the observed CLIP values at different administrative levels. The results show a moderate 

positive relationship, from the CC values above 50%, for neighbourhood, new neighbourhood and 

cluster levels and a fairly-strong relationship, from CC values, above 70% for locality, 

administrative post and district levels. The neighbourhood, new neighbourhood and cluster levels 

also exhibit coefficient of determination values below 50% while the locality, administrative post 

and district levels have 𝑅2 values above 50%. These values however are affected by the size of the 

sample as shown in figures 4.4 and 4.5. The figures below show the line graphs for the linear 

relationship between the model and observed values at different administrative unit levels, with 

the equations of the line of best fit and 𝑅2  values. As it can be seen from the figures the sizes of 

the samples influence the 𝑅2 values. At neighbourhood level, more points lie close to the line of 

best fit than at district level but because the ratio the number of those points to the entire sample 

size is higher than that of the district level, the  𝑅2 value for the neighbourhood level becomes 

lower than that for district level. 
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Figure 4.4: Linear relationship between WorldPop’s estimates and CLIP’s outcomes of births. 

 
Figure 4.5: Linear relationship between WorldPop’s estimates and CLIP’s outcomes of pregnancies. 
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4.4 PERCENTAGE MISALLOCATION RESULTS 

Table 4.6: Misallocation results for WorldPop live births and pregnancies datasets at district level. 
BOUNDARY UNIT TOTAL POPULATED NON-POPULATED %MISALLOCATION 

BIRTHS PREGNANCIES BIRTHS PREGNANCIES BIRTHS PREGNANCIES BIRTHS PREGNANCIES 

5600.31 6945.19 673.26 831.48 4927.04 6113.72 87.98 88.03 

6850.95 8543.67 597.58 738.42 6253.38 7805.25 91.28 91.36 

6691.80 8379.72 297.71 368.04 6394.09 8011.68 95.55 95.61 

3134.83 3868.12 0.43 0.53 3134.40 3867.59 99.99 99.99 

4500.18 5565.50 565.86 698.11 3934.32 4867.39 87.43 87.46 

1747.36 2208.67 109.14 145.74 1638.22 2062.93 93.75 93.40 

7181.94 8977.09 769.50 958.79 6412.44 8018.30 89.29 89.32 

4140.72 5162.58 0.28 0.35 4140.44 5162.23 99.99 99.99 

1950.90 2486.93 0.03 0.03 1950.87 2486.90 99.99 99.99 

Table 4.7: Misallocation results for WorldPop live births and pregnancies datasets at locality level 
BOUNDARY UNIT TOTAL POPULATED NON-POPULATED %MISALLOCATION 

BIRTHS PREGNANCIES BIRTHS PREGNANCIES BIRTHS PREGNANCIES BIRTHS PREGNANCIES 

175.2 218.98 1.08 1.34 174.13 217.63 99.39 99.39 

2714.15 3386.14 708.65 882.93 2005.5 2503.21 73.89 73.93 

896.44 1117.32 24.73 30.85 871.71 1086.47 97.24 97.24 

233.6 291.05 4.18 5.21 229.41 285.84 98.21 98.21 

1206.88 1504.12 28.64 35.68 1178.24 1468.44 97.63 97.63 

1237.85 1542.4 3.3 4.11 1234.54 1538.28 99.73 99.73 

728.51 913.88 1.44 1.78 727.06 912.1 99.8 99.8 

1599.65 1975.63 453.05 559.51 1146.61 1416.11 71.68 71.68 

749.09 925.08 0.91 1.13 748.18 923.95 99.88 99.88 

788.54 973.93 38.1 47.06 750.44 926.87 95.17 95.17 

849.59 1049.25 179.73 221.96 669.86 827.29 78.85 78.85 

884.95 1107.45 0.03 0.03 884.92 1107.42 99.99 99.99 

1132 1398.39 402.25 497.03 729.75 901.35 64.47 64.46 

905.33 1118.52 195.33 241.39 710 877.13 78.42 78.42 

1746.56 2193.27 0.4 0.5 1746.16 2192.78 99.98 99.98 

773.84 956.47 297.31 367.54 476.53 588.92 61.58 61.57 

784.77 968.37 0.43 0.53 784.34 967.84 99.95 99.95 

1890.05 2332.65 378.3 466.69 1511.74 1865.95 79.98 79.99 

1619.76 1998.69 186.9 230.58 1432.85 1768.11 88.46 88.46 

378.46 479.01 0.58 0.74 377.87 478.27 99.85 99.85 

611.92 755.15 0.07 0.09 611.85 755.06 99.99 99.99 

657.05 845.93 105.87 141.65 551.18 704.29 83.89 83.26 

180.22 225.24 0.61 0.76 179.61 224.48 99.66 99.66 

536.9 671.06 0.03 0.03 536.87 671.02 99.99 99.99 

197.98 247.46 1.56 1.95 196.42 245.51 99.21 99.21 

1097.72 1369.69 0.22 0.27 1097.51 1369.42 99.98 99.98 

3043 3792.89 0.06 0.08 3042.93 3792.81 99.99 99.99 

802.21 1034.25 0.03 0.03 802.19 1034.22 99.99 99.99 
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The tables 4.6 and 4.7 above show high percentages, between 80% and 100% for district level and 

between 70% and 100% for locality level, of the total estimates within each administrative unit 

being allocated in non-populated areas per the CLIP household GPS points. This means between 

70% and 100% of the allocated estimates within the administrative units are allocated in areas that 

are not populated. 
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CHAPTER 5: DISCUSSION 

5.1 PERFORMANCE OF WORLDPOP DATASET AT DIFFERENT 

SPATIAL SCALES 

The decreasing amount of fluctuations of the differences between the model estimates and 

observed outcomes and the 100% underestimation observed at higher level administrative units 

are an indicator of how the model masks heterogeneity. With higher level, administrative units, 

less detail is revealed thus heterogeneity that exists within the units is not revealed. The increasing 

RMSEs might have been a consequence of errors incorporated when mapping at a large scale. The 

errors inherent in the methods and data used are amplified in smaller areas. Land cover data is less 

efficient when the land cover classes disaggregate over larger areas than the habited area whose 

population is to be disaggregated, thus the smaller scale information that will be contained within 

the sub-partitions is lost (Dmowska and Stepinski, 2014).  

Accumulation of the smaller areas into larger areas therefore also means accumulation of such 

errors, thus as higher level administrative units are accumulated to lower level administrative units 

the RMSE increases. The great difference between percentage underestimation and overestimation 

attests the strength of the covariates and statistical model used, which determine the weights 

assigned to each cell (Lung et al., 2013). Resolution of the remotely sensed land cover data is one 

of the factors that could have played a role in the high percentage of underestimation.   This is 

because land cover data is less efficient when the land cover classes disaggregate over larger areas 

than the habited are whose population is to be disaggregated, thus the smaller scale information 

that will be contained within the sub-partitions is lost (Dmowska and Stepinski, 2014). This is an 

indicator that the WorldPop model may not capture the heterogeneities within densely populated 

areas as some land cover classes can mask them, especially when using a medium resolution 

dataset. 

Also, attesting the reliability of the land cover data used are the ranges of values observed at grid 

cell evaluation which are too few. Taking into consideration the fact that the CLIP outcomes 

correspond to households in different geographic locations and with different socioeconomic 

characteristics, the grid cell values are depicting a rather amassed representation of the 

distributions. Although the land cover class may be the same (residential houses) the different 
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socioeconomic characteristics and classes of urban densities should diversify the distributions 

hence the grid cell values observed in the WorldPop dataset. Mennis, (2003) identified three urban 

classes high density, low density and non-urban classes (Jia et al., 2014). Demographic variations 

across these classes need to be reflected to enable detection of the vulnerable groups and 

individuals at risk (Tatem et al., 2014). Jia and Gaughan, (2016) suggested the use of property 

types derived from parcel data in combination with land cover data in assigning weights to the grid 

cells to increase the accuracy of datasets, instead of only using settlement data. This method also 

improves detail, which is shown to be low in this study by the small range of the grid values and 

allocation accuracy is improved as property types are better indicators of population density than 

land cover data (Jia et al., 2014). 

5.2 MAPPING PRECISION OF THE WORLDPOP DATASET 

Although quantitatively the WorldPop model showed low precision from the results of percentage 

misallocation, the general variation trend conforms very well to that of the observed outcomes as 

shown on the charts and as mentioned before. This relationship means that the WorldPop datasets 

can be used in identifying the most affected regions with respect to the other regions. The model 

conforms to the trends depicted by the observed values and the improvement of the conformity at 

higher level administrative boundaries indicates that at such administrative levels, the WorldPop 

datasets perform better in showing the relative outcomes, from unit to unit, at the same 

administrative unit level. This makes it possible to use the datasets in determining which regions 

need interventions more than the others.  

Percentage RMSEs indicate that the WorldPop model performs better at higher level 

administrative units as they are lower at those levels. The higher %RMSE indicates that the ratio 

of error to observed population of live births and pregnancies within a boundary unit is very high 

which indicates poor performance of the model. This means that the WorldPop datasets better 

model the maternal and perinatal outcomes at higher administrative unit levels. 

The results have shown that overall WorldPop’s live births dataset estimates the live births 

outcomes better than the pregnancies dataset estimates the pregnancies outcomes. These results 

reflect the accumulative errors inherited in the pregnancies dataset due to production of the dataset 

using adjusted births dataset (Tatem et al., 2014). The creation of these datasets is in three stages 

which have inherent errors, with the births dataset depending on the population distribution to 
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allocate estimates in habited areas and the pregnancies dataset relying on the births dataset and 

national level estimates which assume nonexistence of spatial variation within the country (Tatem 

et al., 2014).  

5.3 IMPLICATIONS OF EXISTING MAPPING METHODS 

 While the use of different sources of ancillary data produces datasets with different accuracies, 

the weighting methods have proven to influence the results of dasymetric modelling approaches. 

The absence of a standardized weighting approach, leading to the use of different approaches based 

on “heuristic rules and assumptions” (Lung et al., 2013), presents a limitation in the determination 

of the ancillary data source that truly produces better population distribution datasets. No studies 

have investigated the effect of weighting approaches on the resulting datasets, instead they have 

only investigated the effect of choice of ancillary data and modelling techniques. These weighting 

approaches need to be explored to come up with an effective standardised approach. LULC data 

is currently not only the most used in large scale mapping but the most convenient source of 

ancillary data (Lung et al., 2013; Jia et al., 2014). It remains the best ancillary data for large scale 

mapping at affordable costs as it is currently the only data available with a large-scale coverage. 

There is need to further explore the statistical methods used for weighting and the relationship 

between land cover and population densities. Investigations of covariates that can further explain 

the correlation between population density and land cover/use are a necessity. These will enable 

the refinement of land cover/use classes, further strengthening the relationship between population 

density and land cover/use. 

The application of telecommunications data will play a crucial role in improving the accuracy of 

population distribution datasets especially when considering the long inter-census periods in low 

income countries. Further exploration of this method’s role in addressing the limitation of 

extremely low temporal resolutions of the census data or the lack of census data in low income 

regions might lead to a solution to the problem of lack of census data (Douglass et al., 2015). The 

use of telecommunications data has the potential to reduce errors introduced by the extrapolation 

of parameterised models developed using data from other countries onto countries without data. 

The use of telecommunications data has the potential to reduce errors introduced by the 

extrapolation of parameterised models developed using data from other countries onto countries 
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without data. The ability of WorldPop’s population distribution modelling approach to allow easy 

incorporation of new data (Deleu et al., 2015) will allow use of telecommunications data to detect 

population in less densely inhabited areas (Douglass et al., 2015). 

All the studies have demonstrated the desire to create datasets independent of boundary data as 

boundary data requires good documentation and accuracy to produce quality datasets (Patterson et 

al., 2007). Lack of such data especially in the developing countries presents problems in mapping 

hence eagerness of the authors to explore more and more methods that do not require boundary 

data.  
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CHAPTER 6: CONCLUSION, FINDINGS AND RECCOMMENDATIONS 

6.1 CONCLUSION 

This paper has demonstrated the performance of the WorldPop’s live births and pregnancies 

datasets at different spatial scales. It has been shown that the performance of the model is better at 

lower level administrative unit levels but it masks the accumulative errors at those levels. This 

leads to the notion that assessment of the errors in a large-scale dataset leads to a clearer conclusion 

if it is done at the highest level of detail which reflects the true performance of the dataset. It is to 

be taken into consideration that these datasets are not only used for analyses at large spatial scales 

but also at finer scales of spatial resolution. As shown by the results, at higher administrative unit 

levels the datasets perform better but have greater inherent errors masked within them. Studies that 

focus on assessing accuracies of these large-scale datasets have focused on validation at higher 

administrative levels like districts and provinces because during those periods the application of 

these datasets was at large spatial scales. Currently more emphasis is being made on identifying 

heterogeneity within areas of concern and use of high quality data for better programmed planning, 

calling for magnified evaluation of the global datasets.  

The global data sets’ potential of producing high quality data is great. Different studies have shown 

that more and more methods are being unveiled, with the advent of technologies that allow location 

of populations in real time, that will improve these datasets providing free access high quality 

demographic distribution data. Availability of such data on demand will enormously improve 

performance of intervention programmes by reducing the amount of resources used in 

accumulating data from different sources to perform analyses.  

The intervals between formulation of policies and implementation of interventions has a great 

impact on the performance outcome of such programmes. Longer intervals which might be caused 

by the longer time taken in modelling and analysing the performance of maternal and perinatal 

health care systems may lead to “stagnant” improvements. This means the rate of improvement of 

the health care systems will be at par with the rate of increase of the populations at risk. This is 

particularly evident in low income regions where population growth rates are higher (Tatem and 

Linard, 2011). Use of well documented, high quality global datasets is the starting point in reducing 

and eventually removing these “stagnant” improvements. 
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6.2 LIMITATIONS 

This study assumed that the CLIP census household GPS points represented all the habited 

residential houses. No check was done to determine if all the households within the study area 

were mapped. 

It is of great importance to note that the findings of this research are restricted to the study area of 

Gaza and Maputo provinces. The study area in this research was very small in comparison with 

the whole WorldPop dataset. This did not allow the author to make conclusive findings about the 

dataset but to restrict the findings to the area of study only. Extrapolation of the findings to the 

whole country to enable a broader analysis would imply an assumption that pregnancies and live 

births are only affected by spatial influence. However, for a more effective extrapolation there is 

need to take into consideration the socio-cultural, religious, political and socioeconomic factors. 

Along with the poor socio-economic status, the socio-cultural behavior of most African nations 

plays a dominant role in influencing their reproductive behavior thus the pregnancy outcomes 

(Ajiboye and Adebayo, 2012). 

 This is because unlike population density distribution which is influenced by spatial factors that 

are visible, like land cover, urban and rural developments, etc., pregnancies and live births 

outcomes cannot simply be derived from these factors. This limitation therefore restricted the 

author to evaluating the WorldPop dataset for the study area.  

The lack of land cover data in this research restricted the analysis of the performance of the 

dasymetric method in disaggregating data within very small spatial divisions, in this case the 

neighbourhoods, against larger spatial divisions, in this case districts, to investigate the findings 

by Dmowska and Stepinski, (2014) that land cover data blocks the information within sub-

divisions because of covering a larger scale against the area to be assigned values. This would 

enable the determination of the extent to which the WorldPop masks that information due to the 

use of land cover data.  

In this study, the analysis was only done on grid cells that had occurrences of household GPS 

points, whilst administrative unit boundaries are used for policy making and planning 

interventions. The results obtained were from an evaluation of only the habited areas within a 

boundary unit and not the entire boundary unit. This method was used due to lack of access to 
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neighbourhood unit boundaries. Of note is that the results are not reflective on the performance of 

the WorldPop dataset within the entire boundary units but its performance within areas that are 

habited as per the CLIP trial census. There are areas within the administrative units which the 

WorldPop datasets modelled as being populated but are unpopulated as per the CLIP trial census. 

This is an indication that the observed underestimations at different administrative levels are 

indicative of the habited areas within the unit and not the entire administrative unit. The results of 

the scoping review within this study are not reflective on the holistic review of existing literature 

on the methods of population distribution mapping. Reasons for this limitation are the lack of 

access to electronic databases that were intended to be used for this study and the limited time to 

manually search for literature in other search engines besides Google Scholar. This means that the 

results from the scoping review are not reflective of the entire existing literature but on the 

identified literature during the period of the research. 

6.3 RECOMMENDATIONS 

For future studies pertaining to the modelling of maternal and perinatal outcomes factors 

mentioned before, socio-cultural, religious, political and socioeconomic need to be taken into 

consideration to elucidate the findings. This is because changes in population distributions are not 

the only influencing factors, meaning there is need to further explore the reasons for the differences 

between model estimates and observed outcomes within a given period. 

The development of a dataset using areal interpolation would further serve as a baseline for 

investigating the magnitude of influence the dasymetric method has on the model estimates. 

Evaluating the WorldPop dataset against a dataset disaggregated using areal interpolation would 

allow the determination of performance of dasymetric methods at lower administrative unit levels. 

Other authors like Deleu et al., (2015) have proven that when dealing with very small spatial 

divisions areal interpolation disaggregates census data better than dasymetric methods giving 

better estimates. These findings need to be investigated for the maternal and perinatal datasets. 

Use of administrative unit boundaries produces more realistic results when considering the purpose 

of the validation. This study focused on how well the dataset identifies the populated areas and the 

corresponding estimates for pregnancies and births. If the purpose of the validation is to determine 

if the dataset is suitable for accurately identifying the regions mostly affected for purposes of 
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planning interventions or policy making, then the use of boundary data is more appropriate. This 

is because policy makers are not interested in which areas are habited but in the counts within an 

entire boundary unit. If the focus of intervention programmes shifts to identifying the location and 

distribution of affected populations within the units then the outcomes of this study can be applied. 

For future studies, it is therefore important to consider the purpose of validating the dataset to 

determine the best method of validation. Validating the dataset to determine its performance in 

estimating populations within an administrative unit is different from validating its performance 

in locating populations which is also different from validating its performance to determine 

adjustment errors. The last-mentioned purpose of validation is of great importance although studies 

have not focused a lot on it. This is because its results are applicable in using the datasets. Since a 

dataset may not accurately estimate the observed outcomes, the adjustment values become very 

important in the use of the dataset.  

Documentation of such adjustment values in countries that have the data for validation and 

information about the regions within different countries that have the same spatial and 

demographic characteristics will play a big role in improving results from the dataset. This means 

that although the other countries may lack the data to compute adjustment values, they can use the 

ones computed from countries listed as having the same spatial and demographic characteristics.  
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ANNEXURE A: SEARCH TERMS 

 

Methods (GIS/RS etc.)  Population or demographics 

"Land use" OR  "Land cover" OR  "Remote sensing" OR  

"MODIS" OR  "Pattern Decomposition" OR  "Population 

Spatialization Model" OR  "GlobCover" OR  "Global land 

cover data" OR  "Phone calls" OR  "Mobile phones" OR  

"Ancillary layers" OR  "Bayesian hierarchical spatio-

temporal" OR  "Bayesian hierarchical spatiotemporal" OR  

"night-time lights" OR  "Landsat" OR  "settlement maps" 

OR  "satellite imagery" OR  "Satellite derived maps" OR  

"Satellite maps" OR  "Random forest" OR  "covariate data" 

OR "HGPS" OR "Heuristic sampling" OR "QuickBird" OR 

"Frequency distribution function" OR "CART" OR 

"ancillary" OR "multivariate regression model" OR "power 

exponential decay model" OR "regionally-parameterized 

models" OR "geospatial covariate datasets" OR "surface 

modelling" OR "street weighting" OR "raster pixel map" 

OR "NLCD" OR "CORINE Land Cover 2000" OR "MDA 

GeoCover" OR "telecommunications data" OR "gravity 

model" OR "scale invariance" OR "cell phone network" OR 

"call detail record" OR "ethernet networks" OR "mobile 

computing" OR "pattern clustering" OR "space-time 

multiple regression model" OR "mobile calls" OR "Kriging" 

OR "building extraction" OR "image classification" OR 

"SIOSE" OR "Kernel width" OR "distance decay 

parameter" OR "areal weighting" OR "Dasymetric 

modelling" OR  "Dasymetric" OR  "Pycnophylactic" OR 

"intelligent dasymetric mapping" OR "binary dasymetric 

mapping" OR "Cadastral-based Expert Dasymetric System" 

OR "3-class dasymetric method" OR "multi-dimensional 

dasymetric modeling" OR "multi-layer multi-class 

dasymetric" OR "areal interpolation" OR "downscaling" OR 

"spatial disaggregation" 

"population modelling " OR 

"gridded population " OR 

"Population distribution " OR 

"Settlement extent " OR 

"Census data " OR "Population 

mapping " OR "population 

densities " OR "population 

maps " OR "age-structure maps 

" OR "Spatial demography " 

OR "areal census counts " OR 

"demographic structures " OR 

"spatial covariates " OR 

"demography " OR "population 

estimates " OR "human 

mobility " OR "grid-based 

population " OR "geostatistics " 

OR "population surface " OR 

"population forecasts" 

 

 


