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ABSTRACT 

The study seeks to investigate the causal linkage between financial development and 

economic growth of 14 Southern African countries over the period 2006-2015. The study 

utilises static and dynamic panel regression models with private sector credit ratio and broad 

money ratio as financial development indicators. Mixed findings are found in this study 

depending on the method used. There is, however, convincing evidence of causality running 

from financial development to economic growth which is in-line with supply-leading 

hypothesis by Patrick (1966). Varying result are obtained for demand-leading hypothesis 

from one model to another. Financial development through facilitating the allocation of 

credit to the most productive private sectors as well as effective managing of its monetary 

policies are recommended.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

ix 
 

TABLE OF CONTENTS 

SUPERVISOR’S APPROVAL FORM ........................................................................................... i 

APPROVAL FORM ........................................................................................................................ ii 

DECLARATION............................................................................................................................. iii 

DISCLAIMER................................................................................................................................. iv 

DEDICATION.................................................................................................................................. v 

ACKNOWLEDGEMENTS ........................................................................................................... vi 

LIST OF TABLES ......................................................................................................................... xii 

LIST OF FIGURES ...................................................................................................................... xiii 

LIST OF APPENDICES .............................................................................................................. xiv 

LIST OF ABBREVIATION / ACRONYMS ............................................................................... xv 

CHAPTER ONE .............................................................................................................................. 1 

INTRODUCTION............................................................................................................................ 1 

1.1 Introduction ............................................................................................................................. 1 

1.2 Background of the Study ........................................................................................................ 1 

1.3 Problem Statement .................................................................................................................. 6 

1.4 Research Objectives ................................................................................................................ 7 

1.5 Significance of the Study ........................................................................................................ 7 

1.6 Research Hypothesis ............................................................................................................... 8 

1.7 Study Limitations .................................................................................................................... 8 

1.8 Study Delimitations ................................................................................................................ 8 

1.9 Organisation of the Study ....................................................................................................... 9 

CHAPTER TWO ........................................................................................................................... 10 

LITERATURE REVIEW ............................................................................................................. 10 

2.0 Introduction ................................................................................................................................ 10 

2.2 Theoretical Literature Review ................................................................................................... 10 

2.1 Empirical Literature ................................................................................................................... 12 

2.2 Conclusion ................................................................................................................................. 14 

CHAPTR THREE .......................................................................................................................... 15 

RESEARCH METHODOLOGY ................................................................................................. 15 

3.0 Introduction ................................................................................................................................ 15 

3.1 Model Specification ................................................................................................................... 15 

3.3 Variable Justification ................................................................................................................. 17 

3.3.1 Financial Development Variables ....................................................................................... 17 



 
 

x 
 

3.3.1.1 Domestic Credit to the Private Sector as a Percentage of GDP (DC) .............................. 17 

3.3.1.2 Broad Money as a Percentage of GDP (MS) ................................................................... 17 

3.3.2 Macroeconomic Variables................................................................................................... 17 

3.3.2.1 Foreign Direct Investment (% of GDP) (FDIs) ................................................................ 18 

3.3.2.2 Exports Volumes (VX)..................................................................................................... 18 

3.3.2.3 General Government Gross Debt (% of GDP) (GGD) .................................................... 18 

3.3.2.4 Inflation (INF) .................................................................................................................. 18 

3.3.2.5 Real Gross Domestic Product growth (GDP) .................................................................. 18 

3.4 Diagnostic Test for Static Models.............................................................................................. 19 

3.4.1 Panel Unit Root Test ........................................................................................................... 19 

3.4.2 Multi-collinearity Test......................................................................................................... 19 

3.4.3 Hausman Test ...................................................................................................................... 19 

3.4.4 Breusch and Pagan Lagrangian multiplier .......................................................................... 20 

3.5 Diagnostic test for dynamic models ....................................................................................... 20 

3.5.1 Serial Correlation Test ........................................................................................................ 20 

3.5.2 Wald Test ............................................................................................................................ 20 

3.5.3 Sargan Test .......................................................................................................................... 21 

3.5.4 Joint Significance Test ........................................................................................................ 21 

3.6 Data Source and Characteristics ................................................................................................ 21 

3.7 Conclusion ................................................................................................................................. 22 

CHAPTER FOUR .......................................................................................................................... 23 

RESULTS PRESENTATION AND INTERPRETATION ........................................................ 23 

4.0 Introduction ................................................................................................................................ 23 

4.1 Summary Statistics Results ........................................................................................................ 23 

4.2: Static Models Diagnostics Results ............................................................................................ 23 

4.2.1: Panel Unit-Root Test .......................................................................................................... 23 

4.2.2: Multi-Collinearity Test Results .......................................................................................... 24 

4.2.3:  Hausman Test Results ....................................................................................................... 25 

4.2.4: Breusch and Pagan Lagrangian Multiplier Test for Random Effects Results ................... 25 

4.3: Dynamic Models Diagnostics Results ...................................................................................... 26 

4.3.1: Wald Test Results .............................................................................................................. 26 

4.3.2: Serial Correlation Results .................................................................................................. 26 

4.3.3: Sargan Test Results ............................................................................................................ 27 

4.3: Regression Results Presentation ............................................................................................... 27 

4.3.1: Static Models Results ......................................................................................................... 27 



 
 

xi 
 

4.3.2 Dynamic Panel Model Results ............................................................................................ 29 

4.4 Conclusion ................................................................................................................................. 31 

CHAPTER FIVE ........................................................................................................................... 32 

SUMMARY, CONCLUSIONS AND POLICY RECOMMENDATIONS ............................... 32 

5.0 Introduction ................................................................................................................................ 32 

5.1 Summary of the Study ............................................................................................................... 32 

5.2 Conclusion ................................................................................................................................. 33 

5.3 Policy Recommendations........................................................................................................... 33 

5.4 Suggestions for Future Researchers ........................................................................................... 34 

REFERENCES ............................................................................................................................... 35 

APPENDICIES .............................................................................................................................. 39 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

xii 
 

LIST OF TABLES 

Table 4.1: Summary Statistics Results..................................................................................... 23 

Table 4.2: Summary of Panel Unit-Root Test (In Levels) ....................................................... 24 

Table 4.3: Summary of Multi-collinearity Test Results .......................................................... 24 

Table 4.5: Summary of Breusch and Pagan Test Results ........................................................ 25 

Table 4.6: Summary of Wald Test results ............................................................................... 26 

Table 4.7: Summary of Serial Correlation Results .................................................................. 26 

Table 4.8: Summary of Sargan Test Results ............................................................................ 27 

Table 4.9: Summary of Fixed Model Results with GDP as Dependent Variable.................... 28 

Table 4.10: Summary of Pooled OLS Model Results with DC as Dependent Variable ......... 28 

Table 4.11: Summary of Pooled OLS Models Results with MS as Dependent Variable ........ 28 

Table 4.12: Dynamic Panel Models [one-step System GMM)] .............................................. 30 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

xiii 
 

LIST OF FIGURES 

Figure 1.1: Sub-Saharan Africa: Growth of Credit to the Private Sector .................................. 2 

Figure 1.2: Sub-Saharan Africa: Change in Monetary Base Growth Rate (2014-2015) ........... 3 

Figure 1.3: Exchange Rates against the US Dollar (2009-2015) ............................................... 4 

Figure 1.4: Average US Dollar Exchange Rate against the Southern African Currencies 

(2009-2015)................................................................................................................................ 4 

Figure 1.5: Percentage points of Real GDP Growth Rates for Southern Africa countries ........ 5 

Figure 1.6: Average Real GDP Growth Rates for Southern Africa countries ........................... 6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

xiv 
 

LIST OF APPENDICES 

Appendix 1: The Southern Africa Countries Included .................................................................... 39 

Appendix 2: List of Country Abbreviations .................................................................................... 40 

Appendix 3: Data ............................................................................................................................. 41 

Appendix 4: Summary Statistics ...................................................................................................... 43 

Appendix 5: Panel Unit-Root Test ................................................................................................... 44 

Appendix 6: Fixed and Random Effect Models .............................................................................. 51 

Appendix 7: System GMM Results ................................................................................................. 56 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

xv 
 

LIST OF ABBREVIATION / ACRONYMS 

GDP…………..…………………….…….Real Gross Domestic Product 

GMM………………………......................Generalised Method of Moments 

IMF……………………………………….International Monetary Fund  

LLSV……………………………………. La Porta, Lopez-de-Silanes, Shleifer, and Vishny 

M&M……………………………………..Modigliani and Miller 

PRIVY…………………………………… Claims on Private Sector over GDP 

US………………………………………...United States 

VIF………………………...……………...Vector Inflation Factor 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

1 
 

CHAPTER ONE 

INTRODUCTION 

1.1 Introduction 

The causal relationship that exist between economic growth and financial development in 

Southern Africa over the period 2008 to 2015 is to be investigated in this study. The 

indicators of financial development included in the study are the domestic credit to the 

private sector over GDP and broad money over GDP. The financial sector comprise of stock 

markets, banks, pension funds and insurance companies (Mishkin, 2007). The focus is 

narrowed only to the bank-based financial development in this study since there is lack of 

reliable data on market-based for most Africa countries.  

 

The financial system is well known for its critical role in promoting the allocation of capital 

to the highest return use, alter the composition of savings, fostering specialisation and market 

formation as well as enhancing economic growth after it occurs (Greenwood and Smith, 

1997). King and Levine (1993) supported the crucial contribution that comes with financial 

development.  As highlighted by Aghion et al (2010), the financial system can free liquidity 

challenges on firms and increases the capacity for long-term investment, which consequently 

reduces the volatilities of economic growth. Schumpeter (1942) supported the view that 

entrepreneurs earn profit by inventing better goods and financiers arise to screen 

entrepreneurs. The cost of external finance to firms is also reduced by financial development 

(Rajan and Zingales, 1996). In countries with well-developed financial system, literature has 

also shown that risks which comes with exchange rates volatilities are also minimized 

(Aghion et al, 2009). 

1.2 Background of the Study 

African economies have been experiencing economic hardships in the midst of external 

shocks over the period under review. These shocks include continuous decline in commodity 

prices, deterioration of local exchange rates against the US Dollar and the recent global 

financial crises which intensifies in 2008. The continent has been characterised with tighter 

monetary position. The private sector liquidity was also aggravated by the resorting of the 

domestic financing by the public sector (International Monetary Fund (IMF), 2016). It is also 
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shown that larger fiscal deficits and tighter monetary policies increased borrowing costs for 

the private sector. In the process, most of the Sub-Saharan Africa countries experienced a 

decline and even contraction in the growth of credit to the private sector as shown in Figure 

1.1, with the latest year being 2015. 

 

Figure 1.1: Sub-Saharan Africa: Growth of Credit to the Private Sector 

Source: IMF (2016) 

Note: See Appendix 2 for country abbreviations. 

 

As shown by Figure 1.1, most of the countries in Sub-Saharan Africa region are experiencing 

a decline and contraction in growth of credit to the private sector. The sample of the countries 

involved includes a considerable part of the region under study (Southern Africa). 

 

The exchange rate pressure was triggered by the intensive external shocks and there has been 

varying monetary response across the region. This has led to a deterioration in terms of trade 
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and the situation was also worsened by a fall in net capital inflows as reported by IMF 

(2016). In most countries in the region which includes Lesotho, South Africa and Zambia 

experienced increasing inflation rates following the impact of drought on food supply (IMF, 

2016). In a bid to curb these pressures, the monetary contraction policies where implemented 

by the authorities through reduction in monetary aggregates and increase in interest rates. 

Figure 1.2 shows the monetary aggregates for the selected Sub-Saharan Africa countries. 

 

Figure 1.2: Sub-Saharan Africa: Change in Monetary Base Growth Rate (2014-2015) 

Source: IMF (2016) 

 

Figure 1.2 shows that many countries reduced their monetary base during the period 2014 to 

2015 with the exception of Madagascar. IMF (2016) also shows that many countries in 

Southern Africa which includes South Africa, Zambia and Angola drastically increased their 

Monetary Policy Rate since December 2014. 

 

The volatility on the exchange rates against the US Dollar has caused problems in facilitating 

profitable international trade. This is supported by Aghion et al (2009) who stated that well 

developed financial markets and institutions helps in reducing the negative impact that 
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exchange rate volatility has on firm liquidity and thus investment capacity. This has worsened 

the current account balances of many African countries as shown on the Figure 1.3.

 

Figure 1.3: Exchange Rates per US Dollar the Current Account Balance (2009-2015) 

Source: IMF (2016) 

Note: See Appendix 2 for country abbreviations. 

Figure 1.3 shows that most of the countries in the sample are crowded on the left-top box of 

the figure which is characterized by depreciating local currency against the US Dollar and 

negative change in current account balance. It can be clearly seen that the African countries’ 

currencies depreciated which left the region with unfavorable terms-of-trade. This resulted in 

the worsening current account balances given that the most exported commodities where 

exported at low prices.  

 

Figure 1.4: Average US Dollar Exchange Rate against the Southern African Currencies 

(2009-2015) 

Source: Researchers’ computations based on IMF Database (2017) 

0.04

0.045

0.05

0.055

0.06

0.065

0.07

0.075

0.08

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

U
S$

 p
e

r 
U

n
it

 o
f 

Lo
ca

l 
C

u
re

n
cy

  



 
 

5 
 

Figure 1.4 also indicate a falling trends of US Dollar exchange rate against the average 

Southern Africa’s local currency for the period 2009-2015. The trend represents declining 

value of US dollar for each average Southern African currencies. The substantial depreciation 

of the currencies exposed the continent to high risk of external shocks, more particularly, in 

as much as trade and dollar denominated debt servicing is concerned. This is exacerbated by 

over dependence of African countries on external borrowing such as from Bretton Woods 

Institutions has raised concerns given the accumulation of unsustainable debt levels. With 

Rajan and Zingales (1996) view that financial development facilitates economic growth by 

reducing the costs of external finance to firms and consequently leading to growth will 

minimise debt worries in the region. Given that the African economies are much dependent 

on international commodities, the subsequent fell in its prices has left the continent with high 

risk of external shocks. The continuous decline started from 2011. There was a corresponding 

decline in the growth rates in the Southern Africa countries as shown in Figure 1.5. 

 

Figure 1.5: Percentage points of Real GDP Growth Rates for Southern Africa countries 

Source: Researchers’ computations based on IMF Database (2017) 

 

As shown in Figure 1.5, all countries as well as the average for Southern Africa exhibit a 

decline in growth rates from the year 2014 to 2015. Most of the countries in the region also 

experienced a decline in growth from the period 2013 to 2014 with a negative average of the 

considered countries. The period 2012 to 2013, however, shows a slightly positive change in 

growth rates. The average Southern Africa’s growth rate for the period 2006-2015 is as 

shown in Figure 1.6. 
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Figure 1.6: Average Real GDP Growth Rates for Southern Africa countries 

Source: Researchers’ computations based on IMF Database (2017) 

 

The continued falling growth rates shown on Figure 1.6 have raised worries over the outlook 

of the Southern Africa region. The volatile in growth rates can be attributed to some macro-

economic factors such as credit to the private sector challenges and terms-of-trade 

deterioration which called for monetary policy intervention. 

1.3 Problem Statement 

The Southern Africa region has been highly affected by the appreciation of the US Dollar 

which caused difficulties in terms-of-trade and a resultant current accounts deterioration. 

This, worsened by low capital inflows in the region have seen consequent decline in the 

claims to the private sector. Monetary authorities reduced monetary aggregates to solve the 

challenge by improving terms of trade through increasing the value of local currencies. 

Episodes of destructive financial crises with the recent one in 2008 and the continuous 

decline in commodity prices since 2011 also speed up the economic misfortune. As such, 

volatilities in growth rates have been witnessed during the same period. Literature has, 

however, shown that strong financial system are less prone to negative effects of shocks. It is 

also possible that economic growth might have a feedback impact on financial development 

and hence the need for to determine the causal linkage in the region.  The decline of private 

credit ratio and broad money ratio at the back of a declining economic growth is the major 

problem in this study.In this regard, this study seeks to investigate the nexus between 

financial development and economic growth. 
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1.4 Research Objectives 

The main objective of the study is to determine the causal relationship between financial 

development and economic growth in Southern Africa. The study will pay particular attention 

on identifying the following specific objectives; 

 To analyse the causality link between monetary policy adjustments through money 

supply and economic growth. 

 To analyse the causality link between credit allocation to the private sector and 

economic growth. 

 To identify if financial development is relevant in the Southern Africa. 

1.5 Significance of the Study 

Given that the region has been hardly affected by the external shocks, the study, therefore, 

determine the effectiveness of financial system in improving its economic growth or vice-

versa.  Authorities have been putting efforts aimed at achieving favourable terms-of-trade as 

well as ensuring productive distribution of credit. It is, therefore, worthwhile to assess the 

impact of monetary policy through manipulation of money supply in an environment exposed 

to external shocks such as global financial crises, exchange rates deterioration and 

commodity price decline. The analysis on the significance of credit to the private sector is 

also going to be established. 

 

As highlighted by Aghion et al (2010) that the financial system can minimise the liquidity 

constraints of firms and facilitating the much sort for long-term investment, which 

consequently reduce the volatility of investment and growth. The negative impact that the 

exchange rate volatility has on firm’s liquidity can also be reduced by well-developed 

financial institution (Aghion et al, 2009). This is much important in economies that heavily 

depend on natural resources which exposes them to high terms of trade and real exchange 

rate fluctuations. Southern African countries are particularly victims of contagion effects 

which comes with global financial crises.  

 

The financial crises of 2008 caused economic hardship from the developed economies to the 

developing economies. African countries were highly affected through contagion effects 

through trade, exchange rate volatility and debt servicing, among others. Cihak et al (2012) 

showed that the countries in Africa are more susceptible to shocks given their weak financial 
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system. Since this region is associated with many developing economies, there is strong need 

to effectively take into consideration the analysis in a more homogeneous region to maintain 

high financial development which is more resistant to shocks. This study, however, 

empirically identify the impact of selected financial development variables to growth for 

policy guidance. 

 

This study, however, analyses the significance of the changes in momentary policy and the 

distribution ofcredit between the private and public sector in the Southern Africa region. 

Utilisation of the static and dynamic models is also done in this study on Southern Africa 

region. The study will guide the central banks and the ministries of finance to determine the 

effective monetary policy in the region as well as to put in place measures which ensures the 

effective allocation of credit between the private sector and the government. 

1.6 Research Hypothesis 

The hypothesis to be tested are: 

H0: There is no causal relationship between financial development and economic growth in 

Southern Africa. 

1.7 Study Limitations 

There is no readily available data to also consider the significance of market-based financial 

system. Data for stock markets developments for African countries was not found on IMF 

and World Bank database. The study also fail to come up with the necessary data for 

Zimbabwe from World Bank and IMF databases which are reputable data sources.This has 

forced the abandonment of the country from the sample of Southern Africa countries. 

1.8 Study Delimitations 

The study emphasised on bank-based financial system, leaving behind the insignificant 

market-based development in the region. The market-based system cannot explain much 

growth in the area of study. This has been supported by Marone (2003) who found that stock 

markets are not critical to developing economies which comprises the greater part of our 

sample. 
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1.9 Organisation of the Study 

The research consists of five chapters. With the just ended first chapter, the other chapters are 

in the following order: The Chapter Two is focused on theoretical framework and empirical 

literature review. Chapter Three outlines the methodology of the research, model 

specification, justification of the variables and tests to be presented in Chapter Four. Chapter 

Four presents the findings, their analyses and interpretations. Lastly, the study’s summary, 

recommendations and conclusions from the analysis are presented in Chapter Five. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.0 Introduction 

In this section, the researcher analyses and makes a detailed review of literature available 

concerning the causal link between financial development and economic growth.  The 

chapter includes both empirical and theoretical evidence. 

2.2 Theoretical Literature Review 

Arrow and Debreu (1954) determines the extent to which competitive markets could lead to 

an efficient allocation of resources despite the existence of the financial system. Their 

contribution was on general equilibrium theory which explains the existence of general 

economic equilibrium. The theory implies that there is no causal relationship between 

financial development and economic growth from any direction. 

 

Given the cases of incomplete markets, Modigliani-Miller (M&M) (1958, 1961 and 1963) 

theorem holds. The firms are incentivised to trade the securities available. The theory shows 

that the share prices and dividends are fully interdependent whilst is mutually independence 

between the market value of a firm and capital structure. M&M shows that the debt equity 

ratio has no effect on the market value of the firm. The theory, therefore, showed how 

important financial development is to economic growth through facilitating the trading of 

security. This implies causality relationship between financial development and economic 

growth as transfer of credit to its highest return use is deemed necessary in an incomplete 

market. 

 

It has been noted that diversification is facilitated which in turn increases the technological 

change which leads to economic growth (King and Levine, 1993).  This shows how financial 

development is vital in as much as economic growth is concerned. As such, a causality link 

can be drawn running from financial development to economic growth. The importance of 

innovations and credit is also critical in the theory of economic development developed by 

Schumpeter (1982). The financial means for investment activities to the innovative 

entrepreneurs is given in the form of credit which is considered a prerequisite for innovation 
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and new enterprise in the theory. The idea of Schumpeter can be paraphrased by financial 

system’s decision of who can use the savings which has a say in resource allocation, 

productivity improvement which leads to long run economic growth. 

 

The crucial role that credit or money supply plays for development purposes is supported by 

the monetarist’s view (Mishkin, 2007). The prospective investors will be given access to the 

much needed financial resources for the achievement of their critical aims and objectives. 

The theory shows that the positive benefits of liquidity is, however, expected to be effective 

when the economy is operating below full capacity since beyond this money supply may be 

inflationary. 

 

The significant part played by the legal institutions in explaining the significant international 

differences in development is analysed in the law of finance theory (La Porta et al, 1997, 

1998, 2000). It’s acknowledged that more savings are likely to be raised where the legal 

systems enforce private property rights, support private contractual arrangement and protect 

the legal right of investors. This then implies unidirectional causation from financial 

development from a wider base of savings to finance economic growth. Besides, the legal 

theories emphasize mechanisms through which legal origin influences finance. It is also 

stated in Beck et al (2001) the priority attached to property rights and protections will reflect 

the differences in legal traditions. As such, there is a link between financial development and 

economic growth. 

Patrick (1966), however, suggested contrasting possible channels linking financial 

development to economic growth. The theory came up with supply-leading and demand-

following hypothesis with respect to stages of development. The supply-leading hypothesis 

states that economic growth is a function of financial development whilst the demand-

following hypothesis confirms economic growth will spark the demand for financial services. 

The demand following hypothesis can also be called the growth-led finance hypothesis where 

by economic growth would trigger the development in the financial sector. The theory, 

therefore, implies possibility of bilateral association of growth and financial services 

provision. 

It has been explained by Romer and Chow (1996) that the Solow Growth Model predicted 

that low savings and increasing population growth rates leads to low investment and 
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economic growth levels which translates into lower standards of living. The relationship 

between accumulation of capital, the savings activity and the current production gives a 

reason for tendency of different nations to approach an equilibrium which is known as the 

steady state level of the capital stock. As such, financial sector development through 

sacrificing today’s consumption for capital investment through high savings in financial 

system will lead to economic growth. This then support the financial development to 

economic growth causal relationship. 

2.1 Empirical Literature 

There is much empirical literature on the study area and to start with the studies which pay 

particular attention on granger causality is African countries only, we have a study by Odo et 

al (2016). The study analysed the causal relationship between economic growth and financial 

development in South Africa and Nigeria by employing cointegration test, Vector Error 

Correction Model (VECM) and Granger causality test using annual time series data for the 

period 1980-2014.  The study analyses the applicability of financial development by Hugh 

Patrick (1966) in both countries. The result of granger causality indicates a unidirectional 

causality running from financial development to economic growth in Nigeria and a 

bidirectional causality between the financial development and economic growth in South 

Africa. Johansen multivariate cointegration test shows a long run relationship between the 

ratio of broad money supply to GDP, ratio of domestic credit to private sector to GDP, real 

interest rate and economic growth. The VECM result shows that the ratio of broad money 

supply to GDP has no significant impact on economic growth in Nigeria and South Africa but 

the ratio of domestic credit to private sector to GDP has significant impact on economic 

growth in both countries. In this study there is, however, also the utilisation of causality test 

in GMM context which is the dynamic model. 

 

Besides, Akinlo and Egbetunde (2010) in a sample of 10 Sub-Saharan African countries also 

examined the long-run as well as the causal relationship between financial development and 

economic growth. Their study uses VECM on which they found a long-run relationship from 

cointegration, over the period 1980 to 2005. The results also shows that financial 

development granger cause economic growth in Central African Republic, Congo Republic, 

Gabon, and Nigeria while economic growth granger cause financial development in Zambia. 

The bilateral relationship was also found in Kenya, Chad, South Africa, Sierra Leone and 
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Swaziland. The broad money ratio and private credit ratios are the financial development 

indicators used in the study. In this the panel regressions are, however, utilised to give 

aggregated and conclusions from the whole region of Southern Africa and there is the 

implementation of both the static and dynamic techniques. 

 

On the studies which included countries beyond Africa, financial development explain 

subsequent growth according to Rousseau and Wachtel (2000). The study used panel VARs 

with annual data for the period 1980 to 1995 for 47 countries with the main aim of assessing 

the relationship that exist on financial development and economic growth. The study made 

use of M3/GDP to measure bank development and market capitalization ratio, the value of 

trades relative to GDP, and the value of trades relative to market capitalization. This study, 

however, considers a more homogeneous regional sample of countries in Southern Africa. 

 

Again, a study on a sample of 47 countries over the period 1976 to 1993 by Levine and 

Zervos (1998) found a positive impact from the market-based and bank-based financial 

development. The indicator for financial development used are bank credit to the private 

sector ratio, the market capitalization ratio, the values of trades relative to GDP and the value 

of trade relative to market capitalization. The ordinary least squares method was utilised. 

Focus in this research is brought to homogeneous region of Southern Africa for effective 

policy advice. 

 

Arestis et al (2000) studied five developed economies and shows that while both banking 

sector and stock markets development explains subsequent growth, the impact of banking 

sector developments is more pronounced. A vector error correction method (VECM) was 

utilised in the study. The period under review was for Germany during 1973Q1 to 1997Q4, 

the United States for 1972Q2 to 1998Q1, Japan for 1974Q2 to 1998Q1, the United Kingdom 

for 1968Q2 to 1997Q4, and France for 1974Q1 to 1998Q1. This study, however, is more 

concerned with developing and selected emerging economies. 

 

On the literature which considers dynamic techniques we have Beck and Levine (2002). They 

empirically analyses the effect of financial development on growth, drawing from a sample of 

40 countries for the period 1976 to 1998 applying the advanced Generalised Least Squares 

(GMM) techniques for dynamic panels. They found that financial development positively 
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influence economic growth. This study, however, considers developments within the recent 

period of 2006 to 2015. 

 

The GMM technique was also utilised to determine the influence of the financial 

development indicators for the period 2000 to 2011 by Wait and Ruzive (2016). A positive 

impact was found from the private credit ratio and the broad money supply ratio on growth in 

BRICS and non-BRICS emerging countries. This research is, however, focused on Southern 

Africa since the regions are believed to exhibit different characteristics. 

 

Conclusively, there are mixed results obtained from both the static and dynamic methods 

showing that there is a possibility of bilateral causality depending on the technique used, 

study period and the area on interest. This study, however, analysed the significance of the 

momentary policy interventions and the gradual decline in credit to the private sector in the 

Southern Africa region. The region was exposed to external shocks at the background of 

dynamics in the financial development indicators. The financial development dynamics are 

going to be analysed over the period inclusive of the most recent external shocks which 

comes with the global financial crises (2006-2015). 

2.2 Conclusion 

This chapter highlights applicable literature to various approaches on the association of 

financial development and economic growth. The theoretical review focused mainly on what 

theory explain concerning the financial development and economic growth. Empirical 

literature indicated that few studies have been carried out in this area within the recent period 

(2006-2015). Methodology, the justification of variables and data sources are analysed in the 

next chapter of this study. 
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CHAPTR THREE 

RESEARCH METHODOLOGY 

3.0 Introduction 

In this section the research methodology and analytical tools employed are highlighted. This 

chapter, therefore, presents the model used in research, justification of variables, data sources 

and its characteristics. 

3.1 Model Specification 

The static models used are adapted from Sekkat and Varoudakis (1998) in their study on 

manufactured exports and exchange rate management in takes the form;  

𝐺𝐷𝑃𝑖𝑡 = 𝛼 + ∑ 𝛽𝑗𝑥𝑖𝑡
𝑗

+𝐽
𝑗=1 ∑ 𝛽𝑚𝑥𝑖𝑡

𝑚 +𝑀
𝑚=1 𝜀𝑖𝑡…………………………………………….………………..….(1a) 

𝐷𝐶𝑖𝑡 = 𝛼 + ∑ 𝛽𝑗𝑥𝑖𝑡
𝑗

+𝐽
𝑗=1 ∑ 𝛽𝑚𝑥𝑖𝑡

𝑚 +𝑀
𝑚=1 𝜀𝑖𝑡…………………………………………….…………………….(1b) 

𝑀𝑆𝑖𝑡 = 𝛼 + ∑ 𝛽𝑗𝑥𝑖𝑡
𝑗

+𝐽
𝑗=1 ∑ 𝛽𝑚𝑥𝑖𝑡

𝑚 +𝑀
𝑚=1 𝜀𝑖𝑡…………………………………………….…………………….(1c) 

 

Where, 𝐺𝐷𝑃𝑖𝑡is the economic growth measure, which is Gross Domestic Product growth 

rate,𝐷𝐶𝑖𝑡is the private sector credit as a ratio of GDP, 𝑀𝑆𝑖𝑡is the broad money as a ratio of 

GDP, 

𝑥𝑖𝑡
𝑗

is the vector of financial development variable that impact economic growth, 

𝑥𝑖𝑡
𝑚is the vector of macroeconomic variables that contribute to economic growth,  

𝜀𝑖𝑡is the composite error term of both country specific and random disturbances 

 

The general dynamic panel approach (autoregressive-distributed linear specification) as 

adapted from Casu and Girardone (2009) on a panel analysis of Granger-type causality 

between competition and efficiency in banking takes the form; 

 

𝑦𝑖𝑡 =∝ + ∑ 𝛼𝑗𝑦𝑖(𝑡−𝑗) + ∑ 𝛽𝑗𝑥𝑖(𝑡−𝑗) + 𝜃𝑡 + 𝜑𝑖 + 𝜕𝑖𝑡
𝑛
𝑗=1

𝑛
𝑗=1 ………………………………(2) 

 

Where 𝑦𝑖𝑡 represents the dependent variable, ∝ represents the intercept, 𝑦𝑖(𝑡−𝑗) represents the 

jth lag of the dependent variable, 𝑥𝑖(𝑡−𝑗) represents the jth lag of the explanatory variables,𝛼𝑗 

and 𝛽𝑗 are the estimated parameters,𝜃𝑡 represents the common time effect,𝜑𝑖 represents the 

individual bank specific effect, and 𝜕𝑖𝑡 is a disturbance term. 
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The estimation of an AR(2) model allows us to test the Granger causality joint hypothesis of 

𝛽1 =  𝛽2 = 0 . The direction of causality will also be shown by 𝛽1 + 𝛽2.  Since we expect a 

causality to run in either of the directions, 𝑦𝑖𝑡and 𝑥𝑖𝑡are presented alternatively by a measure 

of economic growth and measure of financial development. 

 

𝛼1 +  𝛼2represents the represents how fast the dependent variable adjusts to equilibrium thus 

it reflect persistence. The coefficient shows by how much does the current values of the 

dependent variable is influenced by it past value.  

The dynamic panel regression is estimated using a one-step system generalised method of 

moments (GMM) as suggested by Blundell and Bond (1998) building on the works of 

Arellano and Bover (1995). This methodology reduces bias and provides consistency which 

are obtained by using all available lagged values of the dependent variable along with the 

exogenous regressors as instruments. All the variables (dependant and independent) are 

modelled in growth rates. 

The selected models for the static models (fixed effects, random effects and pooled OLS) to 

be used in this empirical study takes the form: 

𝐺𝐷𝑃𝑖𝑡 = 𝛽 + 𝛽1𝐷𝐶𝑖𝑡 + 𝛽2𝑀𝑆𝑖𝑡 + 𝛽3𝑉𝑋𝑖𝑡 + 𝛽4𝐺𝐺𝐷𝑖𝑡 + 𝛽5𝐹𝐷𝐼𝑖𝑡 + 𝛽6𝐼𝑁𝐹𝑖𝑡 + 𝑢𝑖 + 𝜀𝑖𝑡…………….......……(3a) 

𝐷𝐶𝑖𝑡 = 𝛽 + 𝛽1𝐺𝐷𝑃𝑖𝑡 + 𝛽2𝑀𝑆𝑖𝑡 + 𝛽3𝑉𝑋𝑖𝑡 + 𝛽4𝐺𝐺𝐷𝑖𝑡 + 𝛽5𝐹𝐷𝐼𝑖𝑡 + 𝛽6𝐼𝑁𝐹𝑖𝑡 + 𝑢𝑖 + 𝜀𝑖𝑡…………….......……(3b) 

𝑀𝑆𝑖𝑡 = 𝛽 + 𝛽1𝐷𝐶𝑖𝑡 + 𝛽2𝐺𝐷𝑃𝑖𝑡 + 𝛽3𝑉𝑋𝑖𝑡 + 𝛽4𝐺𝐺𝐷𝑖𝑡 + 𝛽5𝐹𝐷𝐼𝑖𝑡 + 𝛽6𝐼𝑁𝐹𝑖𝑡 + 𝑢𝑖 + 𝜀𝑖𝑡…………….......……(3c) 

 

Where:𝛽 is the constant, 𝑉𝑋𝑖𝑡 is the (percentage change) volume of exports; 𝐺𝐺𝐷𝑖𝑡 is the 

(percentage change) government gross debt; 𝐼𝑁𝐹𝑖𝑡is the (percentage change) inflation rate; 

𝐹𝐷𝐼𝑖𝑡 is the (percentage change) Foreign Direct Investment; 𝑢𝑖 is the individual level effect; 

and 𝜀𝑖𝑡 is the disturbance term. 

 

The dynamic models in the study will be as follows: 

𝐺𝐷𝑃𝑖𝑡 = 𝛽1𝐺𝐷𝑃𝑖𝑡−1 + 𝛽2𝐺𝐷𝑃𝑖𝑡−2 + 𝛽
3𝐷𝐶𝑖𝑡−1 + 𝛽4𝐷𝐶𝑖𝑡−2 + 𝑦𝑒𝑎𝑟 + 𝑢𝑖 + 𝜀𝑖𝑡……………….…......……..(4a) 

𝐺𝐷𝑃𝑖𝑡 = 𝛽1𝐺𝐷𝑃𝑖𝑡−1 + 𝛽2𝐺𝐷𝑃𝑖𝑡−2 + 𝛽
3𝑀𝑆𝑖𝑡−1 + 𝛽4𝑀𝑆𝑖𝑡−2 + 𝑦𝑒𝑎𝑟 + 𝑢𝑖 + 𝜀𝑖𝑡……………….…......……;(4b) 

𝐷𝐶𝑖𝑡 = 𝛽1𝐺𝐷𝑃𝑖𝑡−1 + 𝛽2𝐺𝐷𝑃𝑖𝑡−2 + 𝛽
3𝐷𝐶𝑖𝑡−1 + 𝛽4𝐷𝐶𝑖𝑡−2 + 𝑦𝑒𝑎𝑟 + 𝑢𝑖 + 𝜀𝑖𝑡………………….…......……(4c) 

𝑀𝑆𝑖𝑡 = 𝛽1𝐺𝐷𝑃𝑖𝑡−1 + 𝛽2𝐺𝐷𝑃𝑖𝑡−2 + 𝛽
3𝑀𝑆𝑖𝑡−1 + 𝛽4𝑀𝑆𝑖𝑡−2 + 𝑦𝑒𝑎𝑟 + 𝑢𝑖 + 𝜀𝑖𝑡……………………......……(4d) 

 

Where; 𝑖𝑡 − 1 and  𝑖𝑡 − 2  are first and second lags of a variable, respectively, for country 𝑖 at 

time 𝑡; 𝑦𝑒𝑎𝑟represents year dummies (control for temporal shocks), 

Other variables are as previously defined. 



 
 

17 
 

3.3 Variable Justification 

3.3.1 Financial Development Variables 

The study is concerned only on the banking sector developments. Two (2) financial 

development indicators which are domestic credit to the private sector as a ratio of GDP and 

broad money ratio of GDP are utilised.  

 

3.3.1.1 Domestic Credit to the Private Sector as a Percentage of GDP (DC) 

The variable is better known as domestic credit to private sector by banks as a percentage of 

GDP. It is the financial resources provided to the private sector by other depository 

corporations except the central bank. For some countries, these claims may include credit to 

enterprise. King and Levine (1993) examined the Claims on Private Sector over GDP 

(PRIVY), which is calculated as credit to private sector as a ratio of GDP. It is believed that 

the financial sector will allocate the scarce credit more efficiently to the private sector. A 

positive (+) coefficient of domestic credit ratio to growth is expected which is in line with 

literature. The positive impact of the indicator on growth was also empirically established by 

Levine and Zervos (1998).  

 

3.3.1.2 Broad Money as a Percentage of GDP (MS) 

Broad money is inclusive of the total sum of currency outside of the banks, the demand 

deposits with exception of those of the central government, banks and traveller’s checks, and 

other securities such as certificates of deposit and commercial paper. A positive coefficient of 

broad money ratio to growth is expected. Rousseau and Wachtel (2000) also use the same 

financial development variable and found a positive association with economic growth. 

Goldsmith (1969) and King and Levine (1993) are the first to examined the indicator. 

 

3.3.2 Macroeconomic Variables 

A number of macroeconomic variables that largely influence economic growth in Sub-

Saharan countries have been selected and employed in static models. The variables includes 

volume of exports of goods and services, foreign direct investment, gross national savings, 

inflation and general government gross debt.  
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3.3.2.1 Foreign Direct Investment (% of GDP) (FDIs) 

Foreign direct investment are believed to have a critical role to play in ensuring development 

in developing and emerging economies. They represents the amount of investment inflows 

into the respective countries by foreign investors. The study, therefore, expects a positive 

association of FDI and economic growth, as with the case on a study by Kavoussi (1984).  

 

3.3.2.2 Exports Volumes (VX) 

The exports are measured as volumes of exports of goods and services 

measured/approximated in domestic currency of the respective nation. The study expect a 

strong positive influence of exports to economic growth. Kavoussi (1984) also found a 

positive impact of exports on growth.  

 

3.3.2.3 General Government Gross Debt (% of GDP) (GGD) 

Literature strongly support the negative impact that government debt has to the development 

of any economy. The gross debt used includes the public and publicly guaranteed debt. 

Publicly guaranteed debt is private debt whose repayment is guaranteed by the government in 

case of default. The study also expects inverse relationship of GGD with economic growth 

which is in line with findings by Kumar and Woo (2010).  

 

3.3.2.4 Inflation (INF) 

Inflation reflects difficulties in economic environment which results in capital flights and 

depressed economic activities for the fear of making losses. As such, the study uses the 

percentage change in annual consumer price index and expects a negative (-) influence of 

inflation to growth. The CPI basket is considered broad enough for a good indicator which 

makes it a lot easier for the purpose of comparing prices and inflation as well as to 

determining its impact on economic growth. Demirguc-Kunt and Detragiache, (1998) proved 

inflation as a major macroeconomic variable with negative impact to growth. 

 

3.3.2.5 Real Gross Domestic Product growth (GDP) 

Real Gross Domestic Product growth rate is widely used measure of economic growth in 

literature. It stands as the next best proxy of economic growth of a nation as it accounts for 

the total values of the produced products by the country’s own resources and within its 

boundaries. The indicator will serve for the provision of the citizens’ sovereignty.  
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3.4 Diagnostic Test for Static Models 

3.4.1 Panel Unit Root Test 

The stationarity of the utilised variables was done using the panel unit root tests. Panel unit 

root will be tested by the Levin-Lin-Chu, Harris-Tzavalis, Im-Pesaran-Shin and PP-Fisher: 

chi-squared unit-root test. This helps by putting away the probability of having spurious 

results (Arellano and Bond, 1991). A number of methods for unit root test where used which 

could act as robustness check of the data under analysis.  The null hypothesis of non-

stationary variables should be rejected for our variables to be good for use in the model. 

 

H0: The panel series is non stationarity.                                                                                                 

H1: The panel series is stationarity. 

The decision rule is if the p-values of the stationarity test is less that 5% then reject the reject 

the null hypothesis of non-stationary and conclude that the panel series are stationary. 

3.4.2 Multi-collinearity Test 

The Vector Inflation Factor (VIF) is going to be used in testing the availability of multi-

collinearity. Lower levels of VIF are preferred to higher values to conclude that the model is 

free from problems associated with a multiple regression analysis. Kennedy (2008) argued 

for the maximum VIF of 10 while Rogerson (2001) recommended maximum value of 5. 

 

H0: There is no Multicollinearity.                                                                                                 

H1: There is Multicollinearity. 

The decision rule is we do not reject the null hypothesis of no multicollinearity when the VIF 

is less than 10 and conclude that we have no multicollinearity. 

3.4.3 Hausman Test 

The fixed effect and random effects are the static models utilised in this study. In a  fixed 

effect model account for the fact that each individual or cross section unit may have some 

special characteristics of its own and hence it the intercept in the regression is allowed to 

differ among individuals. A Random effects assumes that the intercept draws from a much 

larger population with a constant mean value. The Hausman (1978) test is to be used in order 

to determine the best model between the fixed and random effect models.  
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H0: The Random Effect model is appropriate.                                                                                                                    

H1: The Fixed Effect model is appropriate. 

The decision rule is if the p-values of the Hausman test is less that 5% then reject the reject 

the null hypothesis of random effect and conclude that the fixed effect model is the best to 

adopt. 

3.4.4 Breusch and Pagan Lagrangian multiplier 

The test is applied to the static models to choose whether to adopt the pooled ordinary least 

squares (pooled OLS) or the random effect model. The test is only application when 

Hausman test has chosen the random effect model against the fixed effect model. 

H0: The pooled OLS model is appropriate.                                                                                                                       

H1: The random effect model is appropriate. 

The decision rule is if the p-values of Breusch and Pagan test is less that 5% then reject the 

reject the null hypothesis of pooled OLS model and conclude that the random effect model is 

the best. 

3.5 Diagnostic test for dynamic models 

3.5.1 Serial Correlation Test 

The Arellano-Bond test for first order and second order serial correlation will be tested at 

95% significance level (Arellano and Bond, 1991). 

 

H0: There is no serial correlation                                                                                                                     

H1: There is serial correlation 

The decision rule is if the p-values of Serial Correlation is less than 5% then reject the null 

hypothesis of no serial correlation and conclude that there is serial correlation. 

3.5.2 Wald Test 

Wald statistic of the null hypothesis that all the coefficients except the constant are zero will 

be tested to find out if the model is significance. 

 

H0:All the coefficients except the constant are zero                                                                                                                     

H1: All the coefficients are not equal to zero 
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The decision rule is if the p-values of Wald Test is less than 5% then reject the null hypothesis 

of all the coefficients except the constant are zero and conclude that the model is significant. 

3.5.3 Sargan Test 

The Sargan test for over identification in GMM dynamic estimation is also carried on the 

study to find out if the null of valid instruments is accepted or not. 

H0:Valid instruments                                                                                                                 

H1: Invalid instruments 

The decision rule is if the p-values of Sargan test is less than 5% then reject the null 

hypothesis of valid instrument and conclude that the model has invalid instruments. 

3.5.4 Joint Significance Test 

The test is utilised on the variable of interest with its lags to determine if there is Granger-

type causality to the dependent variable. The sign of the causation is also determined by the 

sum of the coefficients of the variable tested for joint significant. 

H0:There is no causality.                                                                                                                 

H1: There is causality. 

The decision rule is if the p-values of the joint significance test is less than 5% then reject the 

null hypothesis of no causation and conclude that the variable has a causal relationship. 

3.6 Data Source and Characteristics 

A panel dataset of the key financial development indicators was constructed from 14 

Southern African countries. The panel contains 139 and 140 observations, depending on the 

availability of the utilised variables. The period covered by the study was from 2006 to 2015 

and the data frequency was annual. Domestic credit ratio, private credit ratio and foreign 

direct investment where taken from World Development Indicators (World Bank database). 

The volumes of exports, general government gross debt, inflation and real gross domestic 

product are obtainable from IMF database. The dataset was used to estimate the causal link 

between financial development and economic growth using panel data regressions. Compared 

to primary sources, secondary data can be easily and cheaply acquired. Besides, the study can 

better be dealt with secondary data. The data may, however, be prone to outliers from 
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individual countries which could produce results which are not true representative of the 

actual facts in a particular country. 

3.7 Conclusion 

The just ended chapter highlighted the model to be used, justification of the variables, 

diagnostic test and data sources. Chapter Four is going to disclose the research findings, data 

presentation and interpretation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

23 
 

CHAPTER FOUR 

RESULTS PRESENTATION AND INTERPRETATION 

4.0 Introduction 

The diagnostic tests, presentation of results and their interpretations are done in this section. 

The study uses Stata 13 on the regressions. The researcher provide a link of results obtained 

to known empirical literature from other studies when interpreting the results. 

4.1 Summary Statistics Results 

Table 4.1: Summary Statistics Results 

Variable Obs Mean Std. Dev. Min Max 

DC 140 8.3475 15.13001 -27.987 69.532 

MS 139 4.5892 11.59392 -25.454 71.459 

INF 140 7.9315 5.449434 -2.405 36.965 

VX 140 4.3266 12.28803 -37.670 45.615 

GGD 140 4.2477 24.08824 -62.860 129.496 

FDI 140 0.3018 521.2198 -5692.265 1537.509 

GDP 140 5.0364 3.542818 -7.653 22.593 

Source: Author’s Own Calculations with Stata 13 

 

The summary statistics in Table 4.1 shows that foreign direct investment has the widest 

standard deviation which implies high variation in foreign investment levels within the 

countries under study. This is supported by differences in investor attraction through ease of 

doing business, climatic factors, and political stability, among other factors in Africa (IMF, 

2016). Inflation, however, has low variation from one country to the other as comparable to 

other variable with a positive mean which implies a general increase in the consumer price 

index in the region under study. 

 

4.2: Static Models Diagnostics Results 

4.2.1: Panel Unit-Root Test 
The study performed different methods of stationarity test for panel data to each variable that 

was included in the regressions. Different methods of panel stationarity test methods were 

utilised to account for the varying characteristics exhibited by each method.  For example, the 

PP-Fisher is able to execute an unbalanced panel as compared to other methods which can 
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only perform the test on strongly balanced panel. Broad money supply ratio is the only 

variable with unbalanced panel and only the PP-Fisher was able to be executed.  

Table 4.2: Summary of Panel Unit-Root Test (In Levels) 

Variable 
Levin-Lin-Chu 

(p-values) 

Harris-Tzavalis 

(p-values) 

Im-Pesaran-Shin 

(p-values) 

PP-Fisher:chi-squared 

(p-values) 

DC 0.0000 0.0000 0.0001 0.0000 

MS - - - 0.0000 

GGD 0.0000 0.0000 0.0010 0.0000 

INF 0.0000 0.0115 0.0006 0.3182 

VX 0.0000 0.0000 0.0000 0.0000 

GDP 0.0000 0.0029 0.0020 0.0000 

FDI 0.0000 0.0000 0.0000 0.0000 

Source: Author’s Own Calculations 

 

As shown in Table 4.2, the null hypothesis of non-stationary variables was strongly rejected 

by the Levin-Lin-Chu, Harris-Tzavalis, Im-Pesaran-Shin and PP-Fisher unit-root test. As 

such, our variables are good to be used in the model.  

 

4.2.2: Multi-Collinearity Test Results 

Table 4.3: Summary of Multi-collinearity Test Results 

 MODEL 1 MODEL 2 MODEL 3 

Variable VIF VIF VIF 

DC 1.17 - 1.86 

MS - 1.24 1.57 

INF 1.54 1.49 1.51 

VX 1.18 1.17 1.20 

GGD 1.17 1.17 1.19 

FDI 1.18 1.18 1.21 

Mean VIF 1.87 1.84 1.90 

Source: Author’s Own Calculations 
 

Multi-collinearity test was also done using Vector Inflation Factor (VIF). As shown in Table 

4.3, making reference to Kennedy (2008) and Rogerson (2001) we can conclude that the 

model is free from severe multi-collinearity since the average Vector Inflation Factor (VIF) is 

less than 5. 
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4.2.3:  Hausman Test Results 

Table 4.4: Summary of Hausman Test Results 

Source: Researchers’ own computations 

 

The Table 4.4 shows that the null hypothesis of random effect is rejected for the first model 

with GDP as the independent variable. The null hypothesis of no systematic differences 

between the two models is rejected at 95% significance level and it means the results from 

the fixed effects model produce efficient and consistent estimates. There is some unobserved 

heterogeneity amongst the countries. There was, however, no evidence to reject the 

hypothesis of homogenous groups for models with private credit ratio and broad money ratio 

implying the choice of random effect model according to Hausman (1978) test. Hausman test 

assumed homogeneity on the groups which supports the use of random effect models.  

 

4.2.4: Breusch and Pagan Lagrangian Multiplier Test for Random Effects Results 

Table 4.5: Summary of Breusch and Pagan Test Results 

Source: Researchers’ own computations 

 

Breusch and Pagan Lagrangian multiplier test for random effects was further tested on 

models which previously selected random effect model. As shown in Table 4.5, the null 

hypothesis of pooled OLS was not rejected against the alternative of random effect model. 

This gave the study high confidence on the need to use the Pooled OLS model. We therefore, 

utilised the pooled OLS model for models with private credit ration and broad money ration 

as dependent variables. 

 

Dependent Variable Hausman Test 

GDP 
chi2(6) =   37.59 

P-value =   0.0000 

DC 
chi2(6) =   8.37 

P-value =   0.2123 

MS 
chi2(5) =   -42.86 

P-value =   0.2463 

Dependent Variable Breusch and Pagan Lagrangian multiplier test for random effects 

GDP - 

DC 
Chibar2(01) = 1.10; 

 Prob > chibar2 = 0.1475 

MS 
Chibar2(01) = 0.00; 

 Prob > chibar2 = 1.0000 
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4.3: Dynamic Models Diagnostics Results 

4.3.1: Wald Test Results 

Table 4.6: Summary of Wald Test results 

Source: Researchers’ own computations 

 

The results for Wald test in Table 4.6 shows that null hypothesis that all the coefficients 

except the constant are zero is rejected with p-values of 0.0000, implying model significance. 

 

4.3.2: Serial Correlation Results 

Table 4.7: Summary of Serial Correlation Results 

Source: Researchers’ own computations 

 

The serial correlation by Arellano-Bond test for first-differenced errors fails to reject the null 

hypothesis of no second order autocorrelation at 95% significance level. There is, however, 

autocorrelation at first order which support that the moments are valid since the independent 

variable should be correlated with the lag of dependent variable at such order (Blundell and 

Bond, 1998). As such, rejecting the null hypothesis of no autocorrelation of first-differenced 

errors at higher orders implies that the moment conditions are not valid. 

 

Dependent Variable Wald Statistic 

GDP 
Wald chi2(5);  

Prob > chi2 = 0.000 

DC 
Wald chi2(5);  

Prob > chi2 = 0.000 

MS 
Wald chi2(5);  

Prob > chi2 = 0.000 

SYS-GMM t−2 robust 
Dependent variable 

y=GDP 
Independent Variable x=DC 

AR(1) 0.036 

AR(2) 0.090 

SYS-GMM t−2 robust 
Dependent variable 

y=GDP 
Independent Variable x=MS 

AR(1) 0.040 

AR(2) 0.199 

SYS-GMM t−2 robust 
Dependent variable 

y=DC 
Independent Variable x=GDP 

AR(1) 0.017 

AR(2) 0.767 

SYS-GMM t−2 robust 
Dependent variable 

y=MS 
Independent Variable x=GDP 

AR(1) 0.022 

AR(2) 0.800 
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4.3.3: Sargan Test Results 

The Sargan test results are in Table 4.8 for over identification in GMM dynamic estimation. 

The null hypothesis of valid instruments cannot be rejected for all models under study at 5% 

level of significance. This mean that the model is correctly specified with no redundant 

variables (Blundell and Bond, 1998). 

 

Table 4.8: Summary of Sargan Test Results 

Source: Researchers’ own computations 

 

4.3: Regression Results Presentation 

4.3.1: Static Models Results 

The results for the fixed effect and pooled OLS models are as presented in this section. The 

dependent variable in table 4.9 is GDP, table 4.10 have private sector credit ratio as 

dependent variable while table 4.11 is fitted with broad money ratio as dependent variable. 

 

 

 

 

SYS-GMM 

t−2 robust 

Dependent variable 

y=GDP 

Independent Variable 

x=DC 

Sargan/Hansen 

p-value 
0.635 

Difference 

Sargan/Hansen 
1.000 

SYS-GMM 

t−2 robust 

Dependent variable 

y=GDP 

Independent Variable 

x=MS 

Sargan/Hansen 

p-value 
0.966 

Difference 

Sargan/Hansen 
0.554 

SYS-GMM 

t−2 robust 

Dependent variable 

y=DC 

Independent Variable 

x=GDP 

Sargan/Hansen 

p-value 
0.681 

Difference 

Sargan/Hansen 
0.502 

SYS-GMM 

t−2 robust 

Dependent variable 

y=MS 

Independent Variable 

x=GDP 

Sargan/Hansen 

p-value 
0.833 

Difference 

Sargan/Hansen 
0.729 
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Table 4.9: Summary of Fixed Model Results with GDP as Dependent Variable 

Source: Researchers’ own computations 

Note: *** indicate significance at 1%, **, significance at 5% and *, significance at 10% 

Table 4.10: Summary of Pooled OLS Model Results with DC as Dependent Variable 

Variables Coefficient Std. Error t-Statistic Prob. 

MS 0.7032*** 0.0883 7.96 0.000 

GDP 1.4194*** 0.3233 4.39 0.000 

VX -0.2194** 0.0895 -2.45 0.015 

GGD 0.01954 0.0448 0.44 0.664 

INF -0.0493 0.2001 -0.25 0.806 

FDI 0.0024 0.0020 1.18 0.241 

Constant -0.7809 2.5369 -0.31 0.759 

Observations 139 

Source: Researchers’ own computations 

Note: *** indicate significance at 1%, **, significance at 5% and *, significance at 10% 

Table 4.11: Summary of Pooled OLS Models Results with MS as Dependent Variable 

Variables Coefficient Std. Error t-Statistic Prob. 

DC 0.4614*** 0.0579 7.96 0.000 

GDP -0.5459* 0.2763 -1.98 0.050 

VX 0.0701 0.0738 0.95 0.344 

GGD 0.0219 0.0363 0.60 0.548 

INF -0.1444 0.1616 -0.89 0.373 

FDI -0.0013 0.0017 -0.81 0.422 

Constant 4.2208** 2.0226 2.09 0.039 

Observations 139 

Source: Researchers’ own computations 

Note: *** indicate significance at 1%, **, significance at 5% and *, significance at 10% 

The data fits the static models and for the models with economic growth as a dependent 

variable. The results from static model shows that economic growth and broad money ratio 

have bilateral causality which is in line with the findings by Akinlo and Egbetunde (2010) on 

Variables Coefficient Std. Error t-Statistic Prob. 

DC 0.0577*** 0.0191 3.02 0.003 

MS -0.0707*** 0.0230 -3.07 0.003 

VX 0.0763*** 0.0189 4.03 0.000 

GGD -0.0559*** 0.0096 -5.80 0.000 

INF -0.1480*** 0.0490 -3.02 0.003 

FDI 0.0002 0.0004 0.41 0.685 

Constant 5.9619*** 0.5156 11.56 0.000 

Observations 139 

Number of countries 14 
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their study on African countries. The negative causal relationship is supported by the efforts 

by African authorities to improve terms-of-trade through monetary contraction in order to 

improve growth rates (IMF, 2016). Private sector credit ratio and economic growth also have 

a bilateral causality. The positive causal relationship conforms to the findings by Odo et al 

(2016) who also found a bilateral relationship in South Africa. As a result, the outcome from 

static model support both the demand-following and supply-following hypothesis by Patrick 

(1966). Growth rates of broad money as a ratio of GDP, however, provides an inverses 

association with economic growth. This may be explained by the strong need by African 

economies to improve their local currencies through monetary contractions which 

consequently leads to increased growth rates (IMF, 2016). 

 

On the control variables, volume of exports provided the expected positive impact on growth 

which is in line with other findings on the drives for growth in African countries. Inflation 

and general government gross debt are significant and have a negative impact to growth 

which is conforming to the theory. Foreign direct investment, however showed insignificant 

results. The results are consistent with the findings by Aitekn and Harrison (1999) from their 

study in Venezuela. A study in Morocco by Mansfield and Romeo (1980) also fail to identify 

a positive effect of foreign direct investment on growth. Foreign direct investment was also 

found to have a crowding out effect on domestic investment (Hanson, 2010) 

 

4.3.2 Dynamic Panel Model Results 

The dynamic panel model was robustly estimated using a one-step system Generalised 

Method of Moment (GMM) estimator. Table 4.12 shows the results of the one-step system 

GMM and the Granger-type causality. For a model to be significant there must be significant 

Wald statistic of the null hypothesis that all the coefficients, except the constant are zero, 

insignificant Sargan/Hansen test, significant serial autocorrelation in the first-differenced 

errors, insignificant serial autocorrelation at higher order and significant joint significance 

test. The conditions of the significant GMM model was from contributions of Blundell and 

Bond (1998) and (Blundell, Bond, and Windmeijer, 2000). 

In order to determine Granger-type causality, the study carried out tests of joint significance 

with first and second lags for the variables of interest and the sign of causation is determined 

by the tested sum of the coefficients. The null hypothesis of the Granger-type causality is 

there is no causal relationship while the null hypothesis states that there is causality.  
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Table 4.12: Dynamic Panel Models [one-step System GMM)] 

Variables 

(y=GDP, x=DC) 
Coefficient 

Std. Error 

(robust) 
z-Statistic Prob. 

GDP1 0.2852** 0.1225 2.33 0.020 

GDP2 0.0565 0.0708 0.42 0.424 

DC1 0.0267* 0.0139 1.92 0.055 

DC2 0.0136 0.0130 1.04 0.299 

Σ(DC) 0.0403**    

Test of β1+β2=0 (p-value)    0.0262 

Variables 

(y=GDP, x=MS) 
Coefficient 

Std. Error 

(robust) 
z-Statistic Prob. 

GDP1 0.3267*** 0.1239 2.64 0.008 

GDP2 -0.0517 0.0706 0.46 0.464 

MS1 0.0388 0.0244 1.59 0.112 

MS2 0.0048 0.0130 0.37 0.711 

Σ(MS) 0.0436    

Test of β1+β2=0 p-value    0.1636 

Variables 

(y=DC, x=GDP) 
Coefficient 

Std. Error 

(robust) 
z-Statistic Prob. 

DC1 0.1541 0.1886 0.82 0.414 

DC2 0.0789 0.0814 0.97 0.332 

GDP1 1.1688*** 0.3724 3.14 0.002 

GDP2 0.1749 0.6293 0.28 0.781 

Σ(GDP) 1.3437**    

Test of β1+β2=0 p-value    0.0414 

Variables 

(y=MS, x=GDP) 
Coefficient 

Std. Error 

(robust) 
z-Statistic Prob. 

MS1 0.0406 0.0737 0.55 0.582 

MS2 0.0003 0.0526 0.00 0.996 

GDP1 0.6810** 0.3109 2.19 0.028 

GDP2 0.7116 0.5141 1.38 0.166 

Σ(GDP) 1.3927**    

Test of β1+β2=0 p-value    0.0132 

Source: Researchers’ own computations 

Note: *** indicate significance at 1%, **, significance at 5% and *, significance at 10% 

The results from GMM are providing strong evidence of bilateral causality between 

economic growth and credit to the private sector over GDP. The results shows a positive 

causal relationship from the obtained positive sum on coefficients of causality. As a result, 

there is strong support for supply-leading and demand-following hypothesis by Patrick 

(1966). There is, however, unidirectional causality running from economic growth to broad 
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money ratio. The results, however, shows a negative causal relationship from the obtained 

negative sum of coefficients on variables of interest which is in line with findings by (IMF, 

2016). There is strong support for demand-following hypothesis by Patrick (1966). 

4.4 Conclusion 

The presentation and interpretation of results are covered in this chapter. The results from 

static models shows bidirectional causality on both private sector credit ratio and broad 

money ratio with GDP. There is also bidirectional causality between private sector credit 

ratio and economic growth from the dynamic models. This provides strong support of both 

supply-following and demand-leading hypothesis by Patrick (1966). Broad money ratio, 

however, exhibited unidirectional causality to the GDP. This provides strong support of 

demand-leading hypothesis by Patrick (1966). Conclusively, from both approaches we can 

conclude to say there is bilateral causal relationship between economic and all the considered 

financial development indicators. 
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CHAPTER FIVE 

SUMMARY, CONCLUSIONS AND POLICY RECOMMENDATIONS 

5.0 Introduction 

The Chapter 5 is aimed at giving the study concluding remarks. It provides the summary of 

key findings, conclusion, policy recommendations and suggestions for further studies. 

5.1 Summary of the Study 

The study seeks to investigate the relationship that exist on economic growth and some 

selected financial development indicators in Southern Africa region. Financial development 

is measured by domestic credit to the private sector over GDP and broad money over GDP. A 

panel of 14 Southern Africa countries is included in the sample for the period 2006 to 2015. 

The study utilises static and dynamic panel models. Fixed Effect and Random Effect and 

system GMM models are the econometric methods used in the analysis. 

 

The region has been characterised by failing terms-of-trade which forced a number of 

monetary authorities to lower the growth in monetary aggregates or to raise their policy rates, 

during the period under review. This has inspired the use of broad money ratio as a financial 

development indicator. Besides, there has been also a significant shift of credit from the 

private sector to the public sector. The study has then utilised the private sector credit ratio to 

empirically establish the analysis. 

 

The study obtained mixed results from different methods used. The results from fixed effect 

model shows bidirectional causality on both private sector credit ratio and broad money ratio 

with GDP. Using the Granger-type causality on system GMM, there is also bidirectional 

causality between economic growth and private sector credit. Unidirectional causality 

running from economic growth to broad money ratio from system GMM Granger-type 

causality is also present. Conclusively, it is convincing that financial development and growth 

depends on each other and hence the applicability of both supply-leading and demand-leading 

hypothesis by Patrick (1966). As such, financial development is a crucial element needed for 

the development purpose in the Southern Africa region. 
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5.2 Conclusion 

Conclusively, it is shown in the study that credit to the private sector over GDP and broad 

money over GDP are both significant in influencing economic growth in Southern Africa. 

This then calls for prioritization of credit distribution within sectors and effective 

management monetary policies.   

5.3 Policy Recommendations 

The recommendations for policy will hinge on the need to facilitate the allocation of credit to 

the private sector and effective regulation of monetary policies. As such, the study can come 

up with a number of effective policy options which will restore a conducive environment for 

increase production in the Southern Africa region. 

 

Given the positive causality that private credit has to GDP, there is need to avoid crowding 

out effect of the private sector by the government, for example, through minimum issuance of 

treasury bills. Issuing of treasury bills implies mopping-up of the scarce liquidity from the 

most productive private sector to claims on public sector. This will then lead to unproductive 

distribution of credit within the economies which translates to redundant productivity. 

 

Again, the positive causal relationship that private credit ratio has to growth, the assumption 

of non-performing loans will see a transfer of credit from the public sector to the most 

productive private sector .Non-performing loans management by both banks and the 

government to ensure smooth economic activity which are free from bottlenecks. This 

gesture would ease the burden of private prayers and gives room for expansion which leads to 

effective service provision. 

 

Selective credit in such a way that financial institutions are inspired to extent credit to those 

who intent to invest and not for consumption and/or any other unproductive purposes. This 

would ensure increased returns from the scarce credit in circulation. As such, prospects of 

improvements in growth in the region would be widened. Moral-suasion by the central banks 

will also ensure effective utilisation of credit by the private players. 

 

There is need for effective monetary policies, for example, through interest rates and 

effective regulation of monetary aggregates. The countries in the region can safely increase 
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interest rates and/or use reduce monetary aggregates in a bid to improve term-of-trade 

problems which leads to increase in national output. This is supported by the negative 

coefficients that broad money have to GDP. 

5.4 Suggestions for Future Researchers 

The need to also include market-based financial development is recommended. This enable 

research to be conclusive that is including all factors that may matter in the analysis. This 

might be necessary given possibility of dynamics which comes with development despite the 

wide literature showing non-relevance of market-based financial development in developing 

economies which comprise the greater part of our sample. 

 

The inclusion of the 15
th

 country (Zimbabwe) in the Southern Africa region under study for 

population results and interpretations as compared to sample based conclusions. It is also 

encouraged to use large samples size which would give high chances to use moving average 

data which are of low frequency and more consistent for modelling.  

 

The adoption of other necessary explanatory variables that may highly contribute to 

economic growth in Southern Africa is also crucial. These variable may include the exchange 

rates from the African economies against the most traded United State dollar.  
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JHAPPENDICIES 

Appendix 1: The Southern Africa Countries Included 

Angola 

Botswana 

Congo 

Lesotho 

Mauritius 

Malawi 

Madagascar 

Namibia 

Mozambique 

Seychelles 

South Africa 

Swaziland 

Tanzania 

Zambia 
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Appendix 2: List of Country Abbreviations 
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Appendix 3: Data 

 

country year

Domestic 

credit to 

private 

sector (% 

of GDP)

Domestic 

credit to 

private 

sector (% 

of GDP) 

growth 

(DC)

Broad 

money 

(% of 

GDP)

Broad 

money (% of 

GDP) growth 

(MS)

Gross 

Domestic 

Product

Gross 

Domestic 

Product 

growth 

(GDP)

Inflation, 

average 

consumer 

prices 

growth (INF)

Volume of 

exports of 

goods and 

services 

growth (X)

General 

governme

nt gross 

debt (% of 

GDP)

General 

government 

gross debt 

growth (% of 

GDP) growth 

(GGD)

Foreign 

direct 

investmen

t, net 

inflows (% 

of GDP)

Foreign direct 

investment, 

net inflows 

(% of GDP) 

growth (FDI)

Angola 2006 8.054164 46.322777 18.3288 15.28 906.46 20.735 13.305 14.255 18.697 -47.68 -0.0902497 -98.05

Angola 2007 10.55377 31.034948 18.3942 0.36 1,111.26 22.593 12.249 17.501 16.066 -14.07 -1.4778463 1,537.51

Angola 2008 12.63261 19.697628 22.4368 21.98 1,264.80 13.817 12.465 10.105 16.647 3.62 1.9945477 -234.96

Angola 2009 21.41635 69.532234 38.47 71.46 1,295.32 2.413 13.721 -2.64 22.71 36.42 2.9212194 46.46

Angola 2010 19.86792 -7.2301094 35.335 -8.15 1,339.46 3.408 14.48 -3.266 44.291 95.03 -3.9131508 -233.96

Angola 2011 20.16967 1.5187562 37.557 6.29 1,391.95 3.919 13.484 -5.404 33.801 -23.68 -2.9042349 -25.78

Angola 2012 22.2082 10.106929 34.9912 -6.83 1,463.71 5.155 10.285 3.838 29.487 -12.76 -5.9775147 105.82

Angola 2013 23.35682 5.1720253 36.4797 4.25 1,563.44 6.814 8.782 0.064 32.874 11.49 -5.7000239 -4.64

Angola 2014 22.85704 -2.13976 41.004 12.40 1,638.55 4.804 7.298 -2.115 40.661 23.69 1.5158125 -126.59

Angola 2015 27.18487 18.934359 46.3573 13.06 1,687.83 3.007 10.287 7.85 64.239 57.99 9.044573 496.68

Botswana 2006 20.38803 3.6229191 41.5648 -6.44 59.107 8.364 11.553 3.133 6.228 -15.47 4.8029307 13.20

Botswana 2007 22.57108 10.70752 48.0943 15.71 64.001 8.28 7.077 8.481 8.246 32.40 4.5221618 -5.85

Botswana 2008 25.68898 13.813711 52.4991 9.16 67.996 6.242 12.623 -2.479 7.652 -7.20 4.7593849 5.25

Botswana 2009 28.82275 12.198871 52.7029 0.39 62.793 -7.653 8.108 -37.67 17.561 129.50 2.0326941 -57.29

Botswana 2010 27.10223 -5.969311 49.3397 -6.38 68.17 8.564 6.95 16.022 19.37 10.30 1.7078741 -15.98

Botswana 2011 26.77056 -1.2237702 41.74 -15.40 72.293 6.048 8.464 27.547 20.318 4.89 8.7425453 411.90

Botswana 2012 31.19639 16.532457 44.0023 5.42 75.515 4.456 7.533 -18.894 18.926 -6.85 3.3171855 -62.06

Botswana 2013 31.74909 1.7716751 42.9487 -2.39 82.961 9.86 5.886 6.028 17.579 -7.12 2.6895969 -18.92

Botswana 2014 30.98432 -2.4087998 39.1968 -8.74 85.62 3.205 4.403 4.143 17.665 0.49 3.2441931 20.62

Botswana 2015 33.77027 8.9914964 45.9399 17.20 85.401 -0.255 3.041 5.54 17.21 -2.58 2.7351114 -15.69

Congo, Rep. 2006 2.097239 -13.115875 15.3444 16.81 1,138.00 6.236 4.658 5.819 98.816 -8.73 19.242566 46.23

Congo, Rep. 2007 2.26732 8.1097594 17.9719 17.12 1,119.99 -1.582 2.595 -16.147 97.957 -0.87 31.429461 63.33

Congo, Rep. 2008 3.125112 37.83284 18.1045 0.74 1,182.40 5.572 6.02 5.37 68.063 -30.52 17.133633 -45.49

Congo, Rep. 2009 4.891989 56.53803 22.2661 22.99 1,270.72 7.469 4.339 15.467 61.626 -9.46 13.277987 -22.50

Congo, Rep. 2010 6.50979 33.070414 22.3794 0.51 1,381.82 8.743 5 13.421 22.888 -62.86 7.7318891 -41.77

Congo, Rep. 2011 7.730681 18.754694 26.9932 20.62 1,428.94 3.41 1.76 -1.272 33.087 44.56 15.111018 95.44

Congo, Rep. 2012 9.544972 23.468703 31.5321 16.81 1,483.42 3.813 5.01 -5.426 34.141 3.19 15.7326 4.11

Congo, Rep. 2013 11.27064 18.079349 31.9745 1.40 1,532.70 3.322 4.632 -12.971 38.184 11.84 20.686956 31.49

Congo, Rep. 2014 14.03302 24.509534 36.0787 12.84 1,637.67 6.849 0.912 3.902 47.511 24.43 38.809977 87.61

Congo, Rep. 2015 21.9696 56.556425 44.1384 22.34 1,675.61 2.317 2.005 -3.529 70.593 48.58 17.375789 -55.23

Lesotho 2006 7.195891 2.0548271 28.7783 18.76 8.642 4.417 6.337 19.261 62.585 3.85 1.3511589 -17.16

Lesotho 2007 9.059366 25.896381 31.7362 10.28 9.073 4.993 9.177 11.038 58.163 -7.07 4.1421562 206.56

Lesotho 2008 9.308277 2.7475548 31.5129 -0.70 9.538 5.115 10.688 24.721 50.825 -12.62 0.5869881 -85.83

Lesotho 2009 11.60339 24.656729 36.2673 15.09 9.969 4.519 5.852 -7.222 37.618 -25.99 4.8851128 732.23

Lesotho 2010 12.36187 6.536666 37.5589 3.56 10.654 6.878 3.382 6.135 35.245 -6.31 1.272579 -73.95

Lesotho 2011 13.09527 5.9327824 32.9071 -12.39 11.136 4.52 5.986 18.608 37.98 7.76 2.1881173 71.94

Lesotho 2012 16.99035 29.744174 32.6585 -0.76 11.724 5.282 5.532 -0.899 40.328 6.18 2.1246776 -2.90

Lesotho 2013 18.42583 8.4487897 35.8926 9.90 12.143 3.576 5.029 9.594 43.367 7.54 2.0176366 -5.04

Lesotho 2014 18.49588 0.3801903 32.678 -8.96 12.562 3.448 4.019 13.227 49.527 14.20 3.7205718 84.40

Lesotho 2015 18.23219 -1.4256684 34.8765 6.73 12.917 2.825 5.316 15.135 58.329 17.77 4.9700335 33.58

Mauritius 2006 68.60234 -8.7465443 93.113 -8.90 213.444 4.514 8.93 -1.932 51.015 -4.70 1.5188654 128.46

Mauritius 2007 71.67467 4.4784726 93.7728 0.71 226.017 5.891 8.827 19.171 47.283 -7.32 4.1810804 175.28

Mauritius 2008 81.76213 14.073945 96.503 2.91 238.473 5.511 9.731 -15.575 44.03 -6.88 3.7808884 -9.57

Mauritius 2009 80.04581 -2.0991594 96.2539 -0.26 245.744 3.049 2.516 12.14 52.269 18.71 2.8117551 -25.63

Mauritius 2010 85.2779 6.5363712 97.4913 1.29 255.82 4.1 2.929 3.704 52.038 -0.44 4.2980026 52.86

Mauritius 2011 89.2581 4.6673227 96.6398 -0.87 265.762 3.886 6.526 4.97 52.279 0.46 3.7623205 -12.46

Mauritius 2012 98.79949 10.689665 98.5664 1.99 274.343 3.229 3.852 4.761 51.473 -1.54 5.0478548 34.17

Mauritius 2013 106.2603 7.5514972 98.1771 -0.39 283.083 3.186 3.545 -3.957 53.861 4.64 2.4183868 -52.09

Mauritius 2014 98.73223 -7.0845839 101.401 3.28 293.323 3.617 3.218 12.362 56.152 4.25 3.2681056 35.14

Mauritius 2015 102.768 4.087571 106.953 5.47 303.589 3.5 1.285 -6.075 58.601 4.36 1.7830371 -45.44

Malawi 2006 5.102492 26.214952 11.5595 -7.32 766.813 4.7 13.904 10.804 46.872 19.68 0.8894785 -76.72

Malawi 2007 5.478204 7.363312 13.839 19.72 840.427 9.6 7.961 43.548 47.383 1.09 2.8069384 215.57

Malawi 2008 9.113463 66.358586 18.6758 34.95 904.633 7.64 8.716 6.791 40.17 -15.22 3.6726228 30.84

Malawi 2009 10.87478 19.326533 19.9126 6.62 979.972 8.328 8.416 -27.574 42.613 6.08 0.7930285 -78.41

Malawi 2010 13.82962 27.17149 22.1238 11.10 1,047.34 6.874 7.409 41.873 62.86 47.51 1.3943321 75.82

Malawi 2011 13.93239 0.7430892 25.0913 13.41 1,098.17 4.854 7.621 -9.597 88.469 40.74 10.180347 630.12

Malawi 2012 14.57426 4.6070858 25.7327 2.56 1,118.88 1.886 21.296 4.028 89.47 1.13 -0.1485808 -101.46

Malawi 2013 12.45304 -14.554568 25.9538 0.86 1,177.07 5.2 28.279 23.004 100.323 12.13 8.3090309 -5,692.27

Malawi 2014 11.40364 -8.4268975 23.9777 -7.61 1,244.16 5.7 23.775 4.294 94.581 -5.72 9.8771726 18.87

Malawi 2015 12.25859 7.4972319 1,280.86 2.95 21.858 -4.273 82.034 -13.27 8.0472672 -18.53

Madagascar 2006 10.08173 2.0622726 21.7409 8.00 6,216.19 5.399 10.766 6.837 37.367 -56.78 5.3424242 215.14

Madagascar 2007 10.15827 0.759227 22.5768 3.84 6,615.27 6.42 10.288 22.977 32.75 -12.36 10.750347 101.23

Madagascar 2008 11.17076 9.9671326 21.7906 -3.48 7,092.00 7.207 9.297 4.344 31.49 -3.85 12.052452 12.11

Madagascar 2009 11.51583 3.0889989 23.3208 7.02 6,756.81 -4.726 8.954 -13.189 33.678 6.95 15.126024 25.50

Madagascar 2010 11.69482 1.5543061 23.4603 0.60 6,774.59 0.263 9.247 -5.288 31.69 -5.90 9.2750658 -38.68

Madagascar 2011 11.01203 -5.838388 24.9394 6.30 6,873.12 1.455 9.483 10.96 32.181 1.55 7.4647212 -19.52

Madagascar 2012 11.01579 0.0341073 24.5736 -1.47 7,081.20 3.027 5.714 8.487 33.029 2.64 8.1705757 9.46

Madagascar 2013 11.9359 8.35265 23.8389 -2.99 7,240.90 2.255 5.826 5.879 33.891 2.61 5.3439169 -34.60

Madagascar 2014 12.87725 7.8867382 24.1712 1.39 7,481.00 3.316 6.08 3.127 34.651 2.24 3.285258 -38.52

Madagascar 2015 13.3348 3.553173 25.117 3.91 7,714.15 3.117 7.404 -3.018 35.533 2.55 5.3134173 61.74
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Source: IMF and World Bank Databases (2017) 

Seychelles 2006 22.76468 -8.1636708 89.8329 -7.17 5.61 9.406 -1.858 8.19 132.509 -8.02 13.828529 57.44

Seychelles 2007 24.79587 8.9225732 66.9664 -25.45 6.195 10.418 5.324 2.685 130.749 -1.33 17.021494 23.09

Seychelles 2008 27.87654 12.424113 64.8982 -3.09 6.062 -2.141 36.965 -10.753 130.009 -0.57 18.592382 9.23

Seychelles 2009 20.07479 -27.986795 55.501 -14.48 5.995 -1.107 31.754 12.038 121.292 -6.70 19.855097 6.79

Seychelles 2010 24.44605 21.774869 62.1538 11.99 6.352 5.945 -2.405 -11.187 81.894 -32.48 16.474828 -17.02

Seychelles 2011 22.24555 -9.0014251 57.5605 -7.39 6.693 5.379 2.559 -3.032 77.289 -5.62 13.439396 -18.42

Seychelles 2012 20.03513 -9.9364731 47.7472 -17.05 6.939 3.677 7.11 8.155 82.538 6.79 54.062102 302.27

Seychelles 2013 20.05373 0.0928205 54.8942 14.97 7.289 5.044 4.339 14.249 68.796 -16.65 4.0599985 -92.49

Seychelles 2014 23.75219 18.442776 65.2151 18.80 7.742 6.205 1.386 13.031 68.629 -0.24 7.6136845 87.53

Seychelles 2015 24.2264 1.9964737 63.5045 -2.62 8.186 5.743 4.042 17.035 69 0.54 7.3653726 -3.26

Namibia 2006 48.19858 -4.9841166 41.6787 10.80 35.573 3.948 4.961 17.564 23.897 -8.26 7.6424692 41.29

Namibia 2007 48.23149 0.0682906 40.2843 -3.35 36.87 3.646 6.548 0.635 19.388 -18.87 7.6627347 0.27

Namibia 2008 46.56347 -3.4583626 41.7069 3.53 37.847 2.65 9.095 19.733 18.243 -5.91 8.8346415 15.29

Namibia 2009 47.98279 3.0481485 63.4607 52.16 37.959 0.296 9.452 -2.078 15.947 -12.59 5.5988637 -36.63

Namibia 2010 47.97484 -0.0165866 62.4304 -1.62 40.251 6.039 4.875 1.987 15.502 -2.79 6.7978763 21.42

Namibia 2011 48.5398 1.1776295 64.0455 2.59 42.301 5.091 5.006 -4.311 23.248 49.97 5.9992661 -11.75

Namibia 2012 48.47009 -0.1436131 57.3911 -10.39 44.442 5.062 6.722 -1.053 23.388 0.60 8.2762338 37.95

Namibia 2013 47.84597 -1.2876509 56.178 -2.11 46.955 5.654 5.601 0.801 23.208 -0.77 6.7128587 -18.89

Namibia 2014 49.63639 3.7420592 53.3089 -5.11 49.987 6.459 5.348 -4.079 23.623 1.79 3.1543166 -53.01

Namibia 2015 53.75913 8.305887 55.8897 4.84 52.634 5.295 3.396 0.37 33.701 42.66 9.2230709 192.40

Mozambique 2006 11.18091 11.309998 25.5785 4.06 245.911 9.851 13.245 7.677 46.611 -33.56 3.0214061 90.64

Mozambique 2007 11.46383 2.5304072 27.7225 8.38 264.172 7.426 8.161 -6.949 35.99 -22.79 4.4486048 47.24

Mozambique 2008 15.61026 36.169666 28.8989 4.24 282.337 6.876 10.326 9.949 36.283 0.81 5.5798913 25.43

Mozambique 2009 21.83263 39.86072 35.6594 23.39 300.27 6.351 3.255 -1.881 41.887 15.45 8.5238832 52.76

Mozambique 2010 24.18244 10.762846 38.6881 8.49 320.351 6.688 12.699 -24.336 43.326 3.44 12.393378 45.40

Mozambique 2011 23.04678 -4.6962384 37.6749 -2.62 343.153 7.118 10.351 20.191 38.026 -12.23 27.902599 125.14

Mozambique 2012 24.21258 5.0584127 42.9471 13.99 367.854 7.198 2.091 45.615 40.098 5.45 38.771052 38.95

Mozambique 2013 27.91815 15.304317 44.8797 4.50 394.123 7.141 4.208 5.103 53.125 32.49 41.809636 7.84

Mozambique 2014 31.68309 13.485653 49.7332 10.81 423.462 7.444 2.287 2.057 62.372 17.41 29.472094 -29.51

Mozambique 2015 34.82165 9.9061116 56.3262 13.26 451.452 6.61 2.392 2.11 86.024 37.92 26.125036 -11.36

Tanzania 2006 9.344234 15.80688 22.1665 -0.33 24,681.31 4.661 7.251 -2.083 32.841 -29.76 2.1656584 -60.81

Tanzania 2007 11.27989 20.715001 23.248 4.88 26,770.43 8.464 7.028 -0.413 21.598 -34.23 2.704487 24.88

Tanzania 2008 11.89508 5.4538371 22.7645 -2.08 28,260.63 5.567 10.276 -1.522 21.515 -0.38 5.0542256 86.88

Tanzania 2009 11.20137 -5.8318712 23.2729 2.23 29,781.72 5.382 12.144 -2.44 24.359 13.22 3.333931 -34.04

Tanzania 2010 11.72598 4.6833922 25.1224 7.95 31,675.50 6.359 7.192 7.039 27.343 12.25 5.7730682 73.16

Tanzania 2011 12.48962 6.5123744 24.6791 -1.76 34,179.30 7.905 12.691 8.428 27.842 1.82 3.628721 -37.14

Tanzania 2012 12.91241 3.3851829 23.8687 -3.28 35,936.46 5.141 16.001 2.244 29.151 4.70 4.6041182 26.88

Tanzania 2013 12.81615 -0.7454871 22.7005 -4.89 38,546.55 7.263 7.87 3.871 30.901 6.00 4.7080952 2.26

Tanzania 2014 13.70507 6.9359084 23.3499 2.86 41,231.36 6.965 6.132 7.051 33.795 9.37 4.2420507 -9.90

Tanzania 2015 15.02721 9.6470853 24.339 4.24 44,100.81 6.959 5.588 5.893 36.516 8.05 4.2968594 1.29

Swaziland 2006 18.97808 10.836171 20.156 14.77 31.785 4.45 5.2 -12.49 14.518 9.74 3.8059759 -357.90

Swaziland 2007 21.17811 11.592519 22.2542 10.41 33.05 3.98 8.076 3.152 15.96 9.93 1.1150775 -70.70

Swaziland 2008 20.27251 -4.2761311 22.722 2.10 34.465 4.281 12.657 -26.941 14.291 -10.46 3.2626515 192.59

Swaziland 2009 20.56188 1.4273908 25.4595 12.05 35.105 1.857 7.448 6.243 10.317 -27.81 1.8377695 -43.67

Swaziland 2010 19.06057 -7.3014196 25.1149 -1.35 35.597 1.403 4.509 3.709 13.496 30.81 2.9970948 63.08

Swaziland 2011 22.33449 17.176432 24.3743 -2.95 36.037 1.236 6.107 -9.299 13.851 2.63 1.8792733 -37.30

Swaziland 2012 19.46355 -12.854311 24.1627 -0.87 37.128 3.027 8.94 9.361 14.355 3.64 1.8428843 -1.94

Swaziland 2013 20.91606 7.4627367 25.1507 4.09 38.223 2.949 5.62 2.002 14.516 1.12 0.6385284 -65.35

Swaziland 2014 20.82955 -0.4136002 23.8711 -5.09 39.16 2.45 5.683 5.636 13.427 -7.50 0.5917547 -7.33

Swaziland 2015 20.01317 -3.9193411 25.1565 5.38 39.81 1.661 4.96 9.295 16.999 26.60 0.7692464 29.99

South Africa 2006 73.62445 11.717899 73.1851 9.28 2,491.30 5.604 4.663 7.463 31.355 -5.59 0.2294562 -90.93

South Africa 2007 78.29413 6.3425773 79.086 8.06 2,624.84 5.36 7.116 7.828 27.061 -13.69 2.1998846 858.74

South Africa 2008 76.68677 -2.0529764 80.7999 2.17 2,708.60 3.191 11.536 1.55 26.506 -2.05 3.4470155 56.69

South Africa 2009 74.59646 -2.7257825 77.6779 -3.86 2,666.94 -1.538 7.13 -17.024 30.078 13.48 2.5763942 -25.26

South Africa 2010 70.35181 -5.6901481 75.7996 -2.42 2,748.01 3.04 4.257 7.718 34.675 15.28 0.9839557 -61.81

South Africa 2011 67.5855 -3.9321112 74.6356 -1.54 2,838.26 3.284 5 3.496 38.227 10.24 0.9940206 1.02

South Africa 2012 68.62892 1.5438505 72.9398 -2.27 2,901.08 2.213 5.654 0.794 40.999 7.25 1.1671804 17.42

South Africa 2013 67.27483 -1.9730603 70.83 -2.89 2,968.68 2.33 5.752 3.633 43.986 7.29 2.2395707 91.88

South Africa 2014 67.01888 -0.3804489 70.7354 -0.13 3,017.04 1.629 6.067 3.281 46.895 6.61 1.6486131 -26.39

South Africa 2015 68.24127 1.8239492 74.13 4.80 3,055.19 1.265 4.588 4.096 49.778 6.15 0.5007344 -69.63

Zambia 2006 8.080419 23.761944 18.0616 16.55 69.106 7.904 9.017 6.303 24.999 49.53 4.8271287 12.68

Zambia 2007 9.624809 19.112751 18.4837 2.34 74.878 8.352 10.655 3.096 21.932 -12.27 9.4181117 95.11

Zambia 2008 12.17331 26.478409 19.1017 3.34 80.698 7.774 12.449 7.618 19.196 -12.47 5.2405081 -44.36

Zambia 2009 9.953457 -18.235379 17.8374 -6.62 88.139 9.22 13.392 20.01 20.522 6.91 4.5327798 -13.50

Zambia 2010 9.148021 -8.0920239 18.4296 3.32 97.216 10.298 8.5 20.51 18.892 -7.94 8.5331978 88.26

Zambia 2011 10.01172 9.4413723 19.1215 3.75 102.675 5.616 8.658 2.204 20.803 10.12 4.7250441 -44.63

Zambia 2012 11.93316 19.191917 19.5767 2.38 110.45 7.573 6.575 27.862 24.911 19.75 6.7892986 43.69

Zambia 2013 11.64177 -2.4418381 20.5129 4.78 116.118 5.132 6.978 21.7 25.915 4.03 7.4871297 10.28

Zambia 2014 13.33064 14.506929 20.927 2.02 121.953 5.025 7.811 -3.429 33.606 29.68 5.5534588 -25.83

Zambia 2015 15.67778 17.607148 25.7726 23.15 125.612 3 10.107 -11.092 56.282 67.48 7.481503 34.72
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Appendix 4: Summary Statistics 
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Appendix 5: Panel Unit-Root Test 
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Gross Government Debt (GGD) 
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Inflation (INF) 
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Exports Volumes (VX) 
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Foreign Direct Investment (FDI) 
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Private Sector Credit Ratio (DC) 
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Broad Money radio (MS) 
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Appendix 6: Fixed and Random Effect Models 
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Appendix 7: System GMM Results 
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